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# Comparison of Noise-Parameter Measurement Strategies: Simulation Results for Amplifiers* 
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#### Abstract

A previously developed simulator for noiseparameter measurements has been used in an extensive investigation and comparison of different measurement strategies for measuring the noise parameters of low-noise amplifiers (LNAs). This paper summarizes the methodology and reports the salient results of that investigation. The simulator is based on a Monte Carlo program for noise-parameter uncertainties and enables us to compare the uncertainties (both type $\mathbf{A}$ and type B) obtained with a given set of input terminations. We focus on results that do not depend (or depend only weakly) on details of the device under test (DUT). One noteworthy result is the marked improvement in the noise-parameter measurement uncertainties when a matched, cold (i.e., well below ambient noise temperature) source is included in the set of input terminations.


Index Terms - Amplifier noise measurement, amplifier noise parameters, noise-parameter measurement, measurement uncertainty, Monte Carlo simulation.

## I. Introduction

Several years ago, a simulator for noise-parameter measurements was developed [1], based on a Monte Carlo program for noise-parameter uncertainties [2]. Some minor improvements have been made to that simulator, and it has now been used in a rather extensive investigation and comparison of different strategies for measuring the noise parameters of low-noise amplifiers (LNAs). This paper summarizes the methodology and reports the salient results of that investigation. We focus on results that do not depend (or depend only weakly) on details of the device under test (DUT).

There is commercial instrumentation that enables the user to perform routine amplifier noise-parameter measurements, but it is still of interest to consider how such measurements might be improved, or what strategies might be employed for difficult special cases. Some of the results might be anticipated based on common intuition, but even in such cases it is still useful to have a quantitative confirmation and an estimate of the size of the expected effect. In this paper, we compare different measurement strategies on the basis of the uncertainties obtained with the given strategy (or set of input states) and on the basis of the frequency of occurrence of
unphysical measurement results or sets of measurements that do not admit a good fit to the simulated measurement data.

From the early days of noise-parameter measurements, there has been work on choosing the set of input terminations; see, e.g., [3] - [5] or the summary in [6]. The present investigation assumes that the specific properties of the DUT are not known, although its general characteristics may be. We do not attempt to find the optimum pattern of impedances for the input terminations for a given amplifier. Instead, we try to find general features of the input set that work well for a range of amplifiers. We also consider variations in the measurement strategy, such as inclusion of additional non-ambient inputs or inclusion of a reverse measurement.

In our simulations, we start with a basic measurement strategy, with a small set of input states, and consider a number of possible improvements. Some of the improvements are modifications of the input states, adding or substituting additional states, and some involve modifications of the basic measurement set. Of course, the results depend on details of the amplifier being measured. In order to identify general features that are likely to be true for most DUTs, we have performed all the simulations on three different amplifiers, with very different properties.

In the next section we provide a short overview of the simulator, including the input uncertainties and the recent modification. We also give the properties of the amplifiers and input terminations that we consider in this work. Section III presents the simulations performed and the results obtained, and Section IV contains a summary and conclusions.

## II. METHODOLOGY

## A. The Simulator

The simulator assumes measurements of the form pictured in Figure 1, which also shows relevant conventions regarding notation. The DUT is characterized by its scattering parameters $\left(S_{i j}\right)$ and its noise parameters. A series of input terminations with known noise temperatures $\left(T_{1, i}\right)$ and reflection coefficients $\left(\Gamma_{1, i}\right)$ is connected to the input of the DUT, and the output noise temperature ( $T_{2, i}$ ) or noise power is


Fig. 1 Configuration for forward measurements.
measured for each. An equation can be written for the output noise temperature (or noise power) as a function of the four noise parameters and the gain, and the noise parameters and gain can then be determined by fitting to the set of equations for the output for each different input termination. There are many different, equivalent forms for the equations [6]; we perform the analysis and computations in terms of noise-wave parameters, but we will present and discuss the results in terms of the usual IEEE noise parameters.

For a given measurement strategy and set of input terminations, the simulation program generates $N_{S}$ sets of simulated measurements. All results reported in this paper were obtained with $N_{S}=20,000$. Each set includes all input noise temperatures and reflection coefficients, the amplifier Sparameters, the output noise temperatures, and the output reflection coefficients $\Gamma_{2, n}$. (The output reflection coefficients can instead be computed from input reflection coefficients and S-parameters; see subsection III.E below.) Each simulated measurement set is analyzed in the same manner as a real set of measurements would be analyzed, with a least-squares fit to the set of equations for the output noise temperature in terms of the noise parameters (and the measured quantities). The fit results in values for each noise parameter (and the gain), as well as a type A uncertainty for each of these quantities, which is obtained from the statistics of the fit. The type B uncertainty is computed in the usual Monte Carlo manner, taking the root mean square error (RMSE) of the sample of $N_{S}$ values,

$$
\begin{equation*}
u_{B}(y)=R M S E(y)=\sqrt{\operatorname{Var}(y)+\left(\bar{y}-y_{\text {true }}\right)^{2}} \tag{1}
\end{equation*}
$$

where $y$ is any of the noise parameters, and $\operatorname{Var}(y)$ is the variance of the sample of simulated results for $y$. The fact that the mean $(\bar{y})$ is not necessarily equal to the "true" value is due to the presence of various nonlinearities. In order to obtain a representative value of the type $A$ uncertainty for the particular measurement strategy that we are considering, we take the root mean square of the $N_{S}$ values for the type A uncertainty in that noise parameter.

Some quality checks (goodness of fit, physical and mathematical consistency of results) are applied to each set of simulated measurement results, as would be done for real results [6]. A measurement set that fails one or more of these
tests is considered a "bad" set and is discarded (as is usually the case for real measurements), and it is not included in the computation of uncertainties. The different measurement strategies are compared and judged on the basis of the frequency of occurrence of bad results, as well as the standard uncertainties (type $A$ and type $B$ added in quadrature) obtained for the noise parameters. Results that differ by a few percent or less are not significant; differences of more than about $5 \%$ are significant.

## B. Input Uncertainties

The simulation program accepts as input not only the values of the all the parameters, but also the standard uncertainties in the parameters that are directly measured, including the DUT S-parameters, the reflection coefficients of all the terminations, the noise temperatures of all the terminations, the output reflection coefficients $\Gamma_{2, n}$ in Fig. 1, and the output noise temperatures. We refer to the uncertainties in these underlying measurements as the input uncertainties. Although the values obtained for the noise-parameter uncertainties will depend on the input uncertainties, we will concentrate on whether the uncertainties are significantly improved by a given measurement strategy, rather than on the actual values of the uncertainties. Nonetheless, we need to specify the input uncertainties.

Most of the input uncertainties are those used in [2], which also discusses the reasoning behind the values chosen. In treating correlations, which are of crucial importance, we work in terms of correlated and uncorrelated uncertainties, defined by the relations

$$
\begin{gather*}
u\left(y_{i}\right)^{2}=u_{u n c}\left(y_{i}\right)^{2}+u_{c o r}\left(y_{i}\right)^{2} \\
\rho_{i j}=\frac{u_{c o r}\left(y_{i}\right) u_{c o r}\left(y_{j}\right)}{u\left(y_{i}\right) u\left(y_{j}\right)}, \tag{2}
\end{gather*}
$$

where "cor" and "unc" refer to correlated and uncorrelated, and $\rho_{i j}$ is the correlation coefficient for errors in $y_{i}$ and $y_{j}$. Normal distributions are used for all the measured variables except the ambient temperature, for which a rectangular distribution is used, in order to more accurately represent the effect of thermostatic control.

The real and imaginary parts of the reflection coefficient are treated separately, and the same $u(\Gamma)$ is used for each, where $u(\operatorname{Re} \Gamma)=u(\operatorname{Im} \Gamma) \equiv u(\Gamma)$. For reflection-coefficient measurements, a larger value of uncertainty is used for large $|\Gamma|$ than for small $|\Gamma|$. For $|\Gamma| \leq 0.5$, we use $u_{\text {cor }}=0.0025$ and $u_{u n c}=0.001$, corresponding to $u(\Gamma)=0.002693$ and $\rho=0.8621$. For larger values of $|\Gamma|$, we use $u_{\text {cor }}=0.004$ and $u_{u n c}=0.001$, corresponding to $u(\Gamma)=0.004123$ and $\rho=0.9412$. All S-parameters other than $S_{21}$ are treated the same way as reflection coefficients. The value used for $S_{21}$ is not very important because its magnitude is treated as a fitting parameter, $G_{0}=\left|S_{21}\right|^{2}$; we use $u\left(\operatorname{Re} S_{21}\right)=u\left(\operatorname{Im} S_{21}\right)=0.01$.

For the ambient temperature we use a rectangular distribution centered at the nominal laboratory temperature of 296.15 K , extending from 295.65 K to 296.65 K , with no correlation between separate measurements (since a considerable time period intervenes between separate measurements). For the noise temperatures of the input terminations, we use a fractional uncertainty of 0.005 for hot or cold terminations. For ambient or near-ambient (i.e., within 20 K of ambient) terminations, we use the uncertainty in the ambient temperature.

One departure from the previous input uncertainties occurs for the measurement of output noise temperatures. In the past, we used a simple parameterization depending only on the value of the noise temperature being measured, unless an adapter was present. That parameterization relied on the output reflection coefficient not being too large. In order to treat poorly matched amplifiers, we have modified the uncertainty in measuring the output noise temperatures to include more details of the DUT and the measurement process. The new model includes estimates of the five principal contributions to noise-temperature measurement uncertainties (at least at NIST): the cryogenic standard, the ambient standard, the evaluation of the mismatch factor(s), the ratio of efficiencies for the different measurement paths, and the instrument linearity. These five contributions are combined in quadrature to yield the standard uncertainty. For large output reflection coefficients, the new model yields a somewhat larger value for the measurement uncertainty than did the previous model.

## C. LNAs and Input States

We do not want our results to depend on specific features of the DUT, but on the other hand, the simulator requires specific values for the DUT scattering and noise parameters. We therefore apply each measurement strategy to three different amplifiers, whose properties span a wide range of values of interest. We label the three amplifiers A1, A2, and A3. Their scattering and noise parameters are given in Tables 1 and 2. (Phases of $S$-parameters are omitted to save space.) Amplifier A1 has a low noise figure, A3 has a high noise figure, and A2 lies between. A1 and A2 have gains in the range of 32 dB to 33 dB , whereas A3 has lower gain, around 23 dB . A1 and A2 are reasonably well matched, but A 3 has $\left|S_{11}\right| \approx 0.47$. All three amplifiers have $\left|\Gamma_{o p t}\right|$ around 0.2 . All three sets of properties are realistic in the sense that they were obtained in measurements on real amplifiers in the $1-12 \mathrm{GHz}$ range.

Table 1. DUT $S$-parameters (to three significant places).

| DUT | $\left\|S_{11}\right\|$ | $\left\|S_{12}\right\|$ | $\left\|S_{21}\right\|$ | $\left\|S_{22}\right\|$ |
| :---: | :---: | :---: | :---: | :---: |
| A1 | 0.248 | 0.00245 | 41.3 | 0.181 |
| A2 | 0.180 | 0.0005 | 43.5 | 0.113 |
| A3 | 0.469 | 0.0041 | 14.6 | 0.127 |

Table 2. DUT noise parameters (to three significant places).

| DUT | $G_{0}$ | $T_{e, \text { min }}(\mathrm{K})$ | $R_{n}(\Omega)$ | $\left\|\Gamma_{\text {opt }}\right\|$ | $\varphi_{\text {opt }}$ <br> $(\mathrm{degr})$ | $F_{\text {min }}$ <br> $(\mathrm{dB})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A1 | 1740 | 59.7 | 6.55 | 0.199 | 35.3 | 0.813 |
| A2 | 1890 | 115 | 5.68 | 0.194 | 151 | 1.112 |
| A3 | 220 | 291 | 19.8 | 0.226 | 91.8 | 3.021 |

We must also specify the input terminations to be used. Most of the strategies considered below differ in the set of input terminations used. Figure 2 plots the location in the complex plane of the reflection coefficients of the terminations used in this study, with labels to allow convenient reference. There are eight highly reflective terminations ( $\mathrm{R} 1-\mathrm{R} 8$ ), seven less reflective terminations ( $\mathrm{R} 1^{\prime}$ - R7'), six "interior" points (I1 - I6), and four nearly reflectionless loads clustered around the origin-one ambient (a), two hot (h1, h2), and one cold (c). Unless otherwise specified, all the R, R', and I terminations have ambient noise temperature. Most of our results will concern the efficacy of using various sets of input terminations (or input states) in the noise-parameter measurements.

## III. Simulations and Results

## A. Base Configuration(s)

In order to establish a baseline for comparing the results obtained with different strategies, we choose a base set of input states, which will be labelled "B." Since we are fitting for five parameters (four noise parameters plus $G_{0}$ ), at least five different input states are required. At least one additional state is required if we are to have meaningful type A uncertainties. Because we are including $G_{0}$ in the fitting parameters, we need at least two different input noise tempera-


Fig. 2 Reflection coefficients of input states used in study.
tures. The base set that we choose consists of $\mathrm{B}=\{\mathrm{a}, \mathrm{h} 1, \mathrm{R} 1$, R3, R5, R7\}, i.e., one ambient and one hot matched load plus four highly reflective terminations. In principle, it is possible that these specific reflection coefficients could conspire with the particular noise parameters that we have chosen and "accidentally" yield especially good or bad results that were not representative of the general situation. To guard against that possibility, we also consider a second base set $\mathrm{B} 2=\{\mathrm{a}$, h1, R2, R4, R6, R8\} and check that results obtained with B and with B 2 are not dramatically different.

Simulation results obtained with input sets B and B2 for the three amplifiers A1, A2, and A3 are summarized in Table 3. We have shown results for the IEEE parameters and for magnitude and phase of $\Gamma_{o p t}$, since they are probably the most familiar. It is clear that the results are consistent, and therefore fears that we have accidentally chosen special values or states for $B$ are unfounded. In Table 3 all uncertainties are standard uncertainties $(1 \sigma)$, and BadFrac is the fraction of the simulated measurement sets that produced bad results, either a poor fit for the noise parameters or a violation of one or more physical or mathematical constraints, as mentioned in II.A. The rather large values for BadFrac, particularly for A1, may be somewhat unsettling. Note that A1 is a rather challenging device to measure, with high gain and low noise temperature, and the base sets contain fewer input terminations than would normally be used. It is also possible that the input uncertainties that we use are more conservative than is necessary or realistic. For purposes of this study, however, what is important is not actual value of BadFrac, but whether it is better or worse for different sets of input states or different measurement strategies.

## B. Other Non-Ambient Matched Loads

We first consider the choice of the non-ambient matched load(s). The noise temperature of the hot load h1 in the base set is 1232 K , which is a typical temperature for a hot load in such measurements. We have run simulations using a

Table 3. Comparison of results for two different base sets.

| DUT | Bad |  | $u\left(T_{\text {min }}\right)$ | $u\left(R_{n}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Input | Frac | $u\left(G_{0}\right)$ | (K) | $(\Omega)$ | $u\left(\left\|\Gamma_{o p t}\right\|\right)$ | $u\left(\varphi_{o p t}\right)$ |
| A1 |  |  |  |  |  |  |
| B | 0.35 | 17.8 | 4.1 | 0.091 | 0.0093 | 0.61 |
| B2 | 0.34 | 17.7 | 4.1 | 0.088 | 0.0091 | 0.61 |
| A2 |  |  |  |  |  |  |
| B | 0.16 | 19.6 | 4.7 | 0.080 | 0.0048 | 0.40 |
| B2 | 0.18 | 19.6 | 4.7 | 0.080 | 0.0048 | 0.41 |
| A3 |  |  |  |  |  |  |
| B | 0.17 | 2.5 | 7.5 | 0.23 | 0.0044 | 0.12 |
| B2 | 0.17 | 2.5 | 7.4 | 0.22 | 0.0039 | 0.13 |

cryogenic load (c, noise temperature $T_{c}=99 \mathrm{~K}$ ) either in place of or in addition to h1. We have also considered cooler (h2, $T_{h 2}=750 \mathrm{~K}$ ) and hotter ( $\mathrm{h} 3, T_{h 3}=5000 \mathrm{~K}$ ) hot loads and various combinations of h1, h2, h3, and c. Some results of those simulations are given in Table 4. In the entries under "Input," B represents the base set, a minus sign indicates that the following state was removed from B , and a plus sign indicates that the following state was added to $B$. Thus, for example, B-h1+c represents an input state consisting of B without h1 but with c , i.e., the set $\{\mathrm{a}, \mathrm{c}, \mathrm{R} 1, \mathrm{R} 3, \mathrm{R} 5, \mathrm{R} 7\}$.

Many effects can be gleaned from a detailed examination of Table 4. We will note only the most salient. Changes of the non-ambient input state(s) have a negligible effect on uncertainties in $\Gamma_{\text {opt }}$. Not surprisingly, the biggest effects are on the determination of $G_{0}$ and $T_{\min }$. For amplifiers whose value of $T_{\text {min }}$ is significantly below $T_{a m b}$, using the cold input termination c instead of the hot termination h 1 results in a significant reduction in the uncertainty in $T_{m i n}$, accompanied by a small increase in $u\left(G_{0}\right)$. Using the cold input in addition to h 1 results in major improvements in $u\left(T_{\text {min }}\right)$ (more than a factor of two for A1 and A2) and a small improvement in

Table 4. Simulation results for different non-ambient input noise sources.

| DUT | Bad |  | $u\left(T_{m i n}\right.$ | $u\left(R_{n}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Input | Frac | $u\left(G_{0}\right)$ | (K) | $(\Omega)$ | $u\left(\left\|\Gamma_{o p t}\right\|\right)$ | $u\left(\varphi_{o p t}\right)$ |
| A1 |  |  |  |  |  |  |
| B | 0.35 | 17.8 | 4.1 | 0.091 | 0.0093 | 0.61 |
| B-h1+c | 0.35 | 18.8 | 2.3 | 0.091 | 0.0093 | 0.61 |
| B-h1+h2 | 0.35 | 22.5 | 5.2 | 0.105 | 0.0093 | 0.61 |
| B-h1+h3 | 0.35 | 14.8 | 3.2 | 0.083 | 0.0093 | 0.61 |
| $\mathrm{B}+\mathrm{c}$ | 0.30 | 13.6 | 1.8 | 0.080 | 0.0094 | 0.62 |
| B+h2 | 0.39 | 16.0 | 4.0 | 0.088 | 0.0094 | 0.62 |
| $\mathrm{B}+\mathrm{h} 2+\mathrm{c}$ | 0.34 | 12.3 | 1.7 | 0.078 | 0.0095 | 0.62 |
| A2 |  |  |  |  |  |  |
| B | 0.16 | 19.6 | 4.7 | 0.080 | 0.0048 | 0.40 |
| B-h1+c | 0.16 | 22.6 | 3.1 | 0.084 | 0.0048 | 0.40 |
| B-h1+h2 | 0.16 | 25.1 | 6.0 | 0.093 | 0.0048 | 0.40 |
| B-h1+h3 | 0.16 | 15.9 | 3.6 | 0.072 | 0.0048 | 0.40 |
| $\mathrm{B}+\mathrm{c}$ | 0.15 | 15.4 | 2.2 | 0.071 | 0.0049 | 0.41 |
| $\mathrm{B}+\mathrm{h} 2$ | 0.25 | 17.7 | 4.6 | 0.077 | 0.0049 | 0.41 |
| $\mathrm{B}+\mathrm{h} 2+\mathrm{c}$ | 0.20 | 13.9 | 2.0 | 0.069 | 0.0049 | 0.41 |


| $\frac{\text { A3 }}{\text { B }}$ | 0.17 | 2.5 | 7.5 | 0.23 | 0.0044 | 0.12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B-h1+c | 0.17 | 3.9 | 8.2 | 0.35 | 0.0044 | 0.12 |
| B-h1+h2 | 0.17 | 3.3 | 10.2 | 0.31 | 0.0044 | 0.12 |
| B-h1+h3 | 0.17 | 1.9 | 5.5 | 0.17 | 0.0044 | 0.12 |
| B+c | 0.14 | 2.1 | 4.6 | 0.19 | 0.0045 | 0.13 |
| B+h2 | 0.22 | 2.3 | 7.5 | 0.22 | 0.0045 | 0.13 |
| B+h2+c | 0.17 | 1.9 | 4.3 | 0.17 | 0.0045 | 0.13 |

$u\left(G_{0}\right)$. In general, the higher the noise temperature of the hot source, the smaller are the uncertainties in $G_{0}$ and $T_{\text {min }}$. Using a cold input source in addition to the hot source is a clear recommendation, particularly since it is not particularly difficult (if a cold noise source is available). Because of the input uncertainties used for the input noise sources, the cold input noise source c is assumed to be a calibrated synthetic noise source (see, e.g., [7] - [9]), rather than a cryogenic standard.

## C. Additional Reflective Terminations

We next turn our attention to the question of whether it is useful to include additional reflective terminations. The results depend to some extent on the reflection coefficient(s) of the additional terminations and the properties of the amplifiers, so we have done the following. Starting with the base set B, we added one reflective termination R2 and performed the simulations on $\mathrm{B}+\mathrm{R} 2$. We then added a different reflective termination R 4 and obtained results for $\mathrm{B}+\mathrm{R} 4$. This was done for each of the four resistive terminations not already included in B, that is, for R2, R4, R6, and R8. We averaged the results of those four sets of simulations to get representative results for adding one additional reflective termination. We then repeated the process adding two reflective terminations at a time, in all possible combinations, and averaging them, and then doing the same for three additional terminations. Finally, we added all four additional terminations, $\mathrm{B}+\mathrm{B} 2$. Results are tabulated in Table 5, where we have used $\mathrm{B}+1 \mathrm{R}$ to represent the average of the results with one reflective termination added to B , etc.

The effect of adding additional reflective terminations is not very dramatic. It has no significant effect on the uncertainties in $R_{n}$ or $\Gamma_{o p t}$; and for $G_{0}, T_{m i n}$, and BadFrac, the effect is small or insignificant. Although the effect is small for these three quantities, it warrants some discussion because it is rather counter-intuitive. In some cases (highlighted entries in Table 5), adding one or more additional reflective terminations seems to make matters worse, albeit by a small amount. This effect is the result of two features of the computations. The principal cause is probably the fact that we are adding terminations with reflection coefficients that are very close to the edge of the unit circle compared to the uncertainty in measuring them, and the calculations are quite sensitive to these reflection coefficients, due to the occurrence of factors like $\left(1-|\Gamma|^{2}\right)^{-1}$. A simple check of this explanation is to reduce the relevant input uncertainties and see whether that reduces or removes the peculiar results. We performed that test, and it confirms the explanation. As a further check, we have performed the simulations using terminations that were somewhat less reflective, and again the peculiar results disappeared. We should also remember that the simulated measurement sets with "bad" results contribute to BadFrac, but they are excluded from the uncertainty computations.

Table 5. Simulation results with added reflective terminations.

| DUT | Bad |  | $u\left(T_{\text {min }}\right)$ | $u\left(R_{n}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Input | Frac | $u\left(G_{0}\right)$ | $(\mathrm{K})$ | $(\Omega)$ | $u\left(\left\|\Gamma_{o p t}\right\|\right)$ | $u\left(\varphi_{\text {opt }}\right)$ |


| $\frac{\mathrm{A} 1}{\mathrm{~B}}$ | 0.35 | 17.8 | 4.1 | 0.091 | 0.0093 | 0.61 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{~B}+1 \mathrm{R}$ | 0.38 | 18.6 | 4.3 | 0.093 | 0.0093 | 0.61 |
| $\mathrm{~B}+2 \mathrm{R}$ | 0.40 | 18.8 | 4.4 | 0.093 | 0.0092 | 0.61 |
| $\mathrm{~B}+3 \mathrm{R}$ | 0.42 | 19.2 | 4.5 | 0.093 | 0.0091 | 0.60 |
| $\mathrm{~B}+4 \mathrm{R}$ | 0.44 | 19.4 | 4.6 | 0.093 | 0.0090 | 0.59 |
|  |  |  |  |  |  |  |
| $\frac{\mathrm{~A} 2}{\mathrm{~B}}$ | 0.16 | 19.6 | 4.7 | 0.080 | 0.0048 | 0.40 |
| $\mathrm{~B}+1 \mathrm{R}$ | 0.16 | 20.3 | 4.9 | 0.081 | 0.0048 | 0.40 |
| $\mathrm{~B}+2 \mathrm{R}$ | 0.14 | 20.5 | 5.0 | 0.082 | 0.0048 | 0.40 |
| $\mathrm{~B}+3 \mathrm{R}$ | 0.13 | 20.8 | 5.1 | 0.081 | 0.0047 | 0.40 |
| $\mathrm{~B}+4 \mathrm{R}$ | 0.12 | 21.0 | 5.1 | 0.081 | 0.0047 | 0.40 |
|  |  |  |  |  |  |  |
| $\frac{\text { A3 }}{\text { B }}$ |  | 0.17 | 2.5 | 7.5 | 0.23 | 0.0044 |
| B+1R | 0.14 | 2.6 | 7.8 | .23 | 0.0043 | 0.12 |
| B+2R | 0.11 | 2.6 | 8.0 | .23 | 0.0043 | 0.12 |
| B+3R | 0.090 | 2.6 | 8.1 | .24 | 0.0042 | 0.12 |
| $\mathrm{~B}+4 \mathrm{R}$ | 0.078 | 2.6 | 8.2 | .24 | 0.0041 | 0.11 |

Therefore, we exclude some of the simulated measurements with the largest errors.

In view of the simulation results and the preceding discussion, we conclude that with our input uncertainties, the inclusion of additional reflective terminations in the input set leads to no significant improvement in the measurement uncertainties or the fraction of bad measurements.

## D. Additional Interior Points

So far, the only input states that we have considered have been either highly reflective or nearly matched. Most practical measurements also include input reflection coefficients distributed in the interior of the unit circle. We have run simulations with input sets that included one or more interior (but not matched) reflection coefficients (I1 - I6 in Fig. 2). Results are tabulated in Table 6. In a similar manner as was done for the reflective terminations, we use $B+1 I$ to refer to the results obtained by adding one interior point to the base set, averaged over four different choices (I1, I3, I5, I6) for the additional interior terminations. B+2I refers to the inclusion of two interior points, etc. The results of Table 6 indicate that there is a significant benefit to including several interior points among the input terminations. Because of our imposition of the various checks, the benefit is manifest primarily as a decrease in the occurrence of bad measurements. We conclude that there is good reason for the common practice of having

Table 6. Simulation results with added interior terminations.

| $\underline{\text { DUT }}$ | Bad |  | $u\left(T_{\text {min }}\right)$ | $u\left(R_{n}\right)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Input | Frac | $u\left(G_{0}\right)$ | $(\mathrm{K})$ | $(\Omega)$ | $u\left(\left\|\Gamma_{o p t}\right\|\right)$ | $u\left(\varphi_{\text {opt }}\right)$ |


| $\frac{\mathrm{A} 1}{\mathrm{~B}}$ | 0.35 | 17.8 | 4.1 | 0.091 | 0.0093 | 0.61 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{~B}+1 \mathrm{I}$ | 0.26 | 18.2 | 3.9 | 0.093 | 0.0094 | 0.62 |
| $\mathrm{~B}+2 \mathrm{I}$ | 0.21 | 18.3 | 3.8 | 0.094 | 0.0094 | 0.62 |
| $\mathrm{~B}+3 \mathrm{I}$ | 0.17 | 18.4 | 3.8 | 0.094 | 0.0096 | 0.62 |
| $\mathrm{~B}+4 \mathrm{I}$ | 0.14 | 18.5 | 3.8 | 0.094 | 0.0095 | 0.63 |
|  |  |  |  |  |  |  |
| $\frac{\text { A2 }}{\text { B }}$ | 0.16 | 19.6 | 4.7 | 0.080 | 0.0048 | 0.40 |
| B+1I | 0.12 | 20.1 | 4.5 | 0.081 | 0.0048 | 0.40 |
| B+2I | 0.090 | 20.1 | 4.4 | 0.081 | 0.0048 | 0.41 |
| B+3I | 0.070 | 20.2 | 4.3 | 0.081 | 0.0049 | 0.41 |
| B+4I | 0.058 | 20.4 | 4.3 | 0.081 | 0.0049 | 0.41 |
|  |  |  |  |  |  |  |
| $\frac{\text { A3 }}{}$ |  |  |  |  |  |  |
| B | 0.17 | 2.5 | 7.5 | 0.23 | 0.0044 | 0.12 |
| B+1I | 0.12 | 2.5 | 7.2 | 0.23 | 0.0044 | 0.13 |
| B+2I | 0.081 | 2.5 | 7.1 | 0.23 | 0.0045 | 0.13 |
| B+3I | 0.057 | 2.5 | 6.9 | 0.23 | 0.0045 | 0.13 |
| B+4I | 0.042 | 2.5 | 6.9 | 0.23 | 0.0045 | 0.13 |

input reflection coefficients distributed throughout the unit circle (or across the Smith chart).

## E. Reverse Measurements

Various authors have suggested direct measurement of the noise emanating from the input port of an amplifier or transistor, as depicted in Fig. 3 [10], [11]. Our simulation program allows inclusion of such measurements, and we have investigated the effect of including one or more such "reverse" measurements among the measurement results to be fit. In terms of the wave-representation, a reverse measurement yields a good determination of $X_{1}$. (The expression for $T_{2}$ for reverse measurements is, of course, different from that for forward measurements. Both can be found in [2].) Simulation results when a reverse measurement is included are shown in Table 7.The results of Table 7 show a marked improvement in the uncertainty for $T_{\min }$, especially for the two lower-noise


Fig. 3 Configuration for reverse measurements.

Table 7. Simulation results with a reverse measurement.

| DUT | Bad |  | $u\left(T_{\text {min }}\right)$ | $u\left(R_{n}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Input | Frac | $u\left(G_{0}\right)$ | $(\mathrm{K})$ | $(\Omega)$ | $u\left(\left\|\Gamma_{\text {opt }}\right\|\right)$ |$\quad u\left(\varphi_{\text {opt }}\right)$


| $\frac{\mathrm{A} 1}{\mathrm{~B}}$ | 0.35 | 17.8 | 4.1 | 0.091 | 0.0093 | 0.61 |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{~B}+\mathrm{Rev}$ | 0.32 | 15.7 | 2.2 | 0.080 | 0.0094 | 0.62 |
|  |  |  |  |  |  |  |
| $\frac{\mathrm{~A} 2}{\mathrm{~B}}$ | 0.16 | 19.6 | 4.7 | 0.080 | 0.0048 | 0.40 |
| $\mathrm{~B}+\mathrm{Rev}$ | 0.17 | 17.2 | 2.5 | 0.076 | 0.0048 | 0.40 |
|  |  |  |  |  |  |  |
| $\frac{\mathrm{~A} 3}{\mathrm{~B}}$ | 0.17 | 2.5 | 7.5 | 0.23 | 0.0044 | 0.12 |
| B+Rev | 0.13 | 2.3 | 5.1 | 0.21 | 0.0044 | 0.13 |

amplifiers, where the improvement is almost a factor of two. There are also small improvements in the $G_{0}$ and $R_{n}$ uncertainties. At first, these results would seem to conflict with the results of [12], [13], which found that the reverse measurement did not improve uncertainties for amplifier noise-parameter measurements. The difference is due to the fact that the earlier results were obtained with the output reflection coefficient $\Gamma_{2, i}$ computed from cascade, whereas the current results assume that they are measured directly, for reasons that will become apparent in the next subsection. When the output reflection coefficients are measured directly, the inclusion of a reverse measurement does improve the uncertainties for the amplifier noise measurements. Unfortunately, a reverse measurement requires a different measurement configuration than the usual forward measurements, and therefore it entails non-negligible additional time and effort.

## F. Measurement of Output Reflection Coefficient

One of the options offered by the simulator is the choice of how the output reflection coefficients $\Gamma_{2, i}$ are determined. They can either be measured directly, or they can be computed by cascading the input reflection coefficients $\Gamma_{1, i}$ with the DUT S-parameters $S_{i, j}$. We ran simulations with the same sets of input states ( B and $\mathrm{B}+\mathrm{II}$, where II represents the four interior points I1, I3, I5, I6) with the output reflection coefficients determined in the two different ways, and Table 8 compares the uncertainties obtained with them measured and computed from cascade. (The results with the output reflection coefficients computed are indicated by (C) following the designation of the input set.)

The results for BadFrac in Table 8 clearly show that measuring the output reflection coefficients is much better than computing them from the other measured quantities, particularly for low-noise devices. As with the inclusion of additional reflective terminations in subsection III.c above, we might think that this effect would disappear if the input

Table 8. Results with output reflection coefficients computed (C), compared to results with them measured.

| $\underline{\text { DUT }}$ | Bad |  | $u\left(T_{\text {min }}\right)$ | $u\left(R_{n}\right)$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Input | Frac | $u\left(G_{0}\right)$ | $(\mathrm{K})$ | $(\Omega)$ | $u\left(\left\|\Gamma_{o p t}\right\|\right)$ | $u\left(\varphi_{o p t}\right)$ |

Table 9. Results of including multiple enhancements simultaneously.

| A1 |  |  |  |  |  |  | A1 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B | 0.35 | 17.8 | 4.1 | 0.091 | 0.0093 | 0.61 | B+II | 0.14 | 18.5 | 3.8 | 0.094 | 0.0095 | 0.63 |
| B(C) | 0.83 | 18.2 | 4.3 | 0.14 | 0.017 | 0.90 | $\mathrm{B}+\mathrm{II}+\mathrm{c}$ | 0.15 | 12.5 | 1.8 | 0.074 | 0.0094 | 0.63 |
| B+II | 0.14 | 18.5 | 3.8 | 0.094 | 0.0095 | 0.63 | B+II | 0.17 | 15.8 | 2.2 | 0.078 | 0.0095 | 0.63 |
| $\mathrm{B}+\mathrm{II}(\mathrm{C})$ | 0.90 | 19.0 | 3.9 | 0.084 | 0.0095 | 0.58 | +Rev |  |  |  |  |  |  |
|  |  |  |  |  |  |  | $\mathrm{B}+\mathrm{II}+\mathrm{c}$ | 0.17 | 13.1 | 1.6 | 0.073 | 0.0094 | 0.62 |
| A2 |  |  |  |  |  |  | +Rev |  |  |  |  |  |  |
| B | 0.16 | 19.6 | 4.7 | 0.080 | 0.0048 | 0.40 |  |  |  |  |  |  |  |
| B(C) | 0.316 | 19.9 | 4.7 | 0.35 | 0.016 | 0.68 | A2 |  |  |  |  |  |  |
| B+II | 0.057 | 20.4 | 4.3 | 0.081 | 0.0049 | 0.41 | B+II | 0.057 | 20.4 | 4.3 | 0.081 | 0.0049 | 0.41 |
| B+II(C) | 0.47 | 21.1 | 4.6 | 0.20 | 0.011 | 0.50 | B+II + c | 0.064 | 14.4 | 2.3 | 0.069 | 0.0049 | 0.41 |
|  |  |  |  |  |  |  | B+II | 0.079 | 17.3 | 2.6 | 0.075 | 0.0049 | 0.41 |
| A3 |  |  |  |  |  |  | +Rev |  |  |  |  |  |  |
| B | 0.17 | 2.5 | 7.5 | 0.23 | 0.0044 | 0.12 | B+II+c | 0.083 | 15.2 | 2.0 | 0.070 | 0.0048 | 0.41 |
| B(C) | 0.29 | 2.5 | 7.7 | 0.25 | 0.0071 | 0.28 | +Rev |  |  |  |  |  |  |
| B+II | 0.042 | 2.5 | 6.9 | 0.23 | 0.0045 | 0.13 |  |  |  |  |  |  |  |
| B+II(C) | 0.10 | 2.6 | 7.0 | 0.26 | 0.0072 | 0.30 | A3 |  |  |  |  |  |  |
|  |  |  |  |  |  |  | B+II | 0.042 | 2.5 | 6.9 | . 23 | 0.0045 | 0.13 |
| uncertainties for reflection coefficients were smaller. We have |  |  |  |  |  |  | B $+\mathrm{II}+\mathrm{c}$ | 0.034 | 2.1 | 4.8 | . 19 | 0.0045 | 0.13 |
| run the simulations with the input reflection-coefficient |  |  |  |  |  |  | B+II | 0.036 | 2.4 | 5.3 | . 22 | 0.0045 | 0.13 |
| uncertainties reduced by a factor of two, and although the |  |  |  |  |  |  | $+\mathrm{Rev}$ |  |  |  |  |  |  |
| effect is somewhat smaller, the qualitative behavior remains. |  |  |  |  |  |  | B+II +c | 0.029 | 2.1 | 4.5 | . 19 | 0.0045 | 0.13 |
| Even for the smaller uncertainties, it is better to measure |  |  |  |  |  |  | +Rev |  |  |  |  |  |  |

and a smaller improvement for $R_{n}$. Including both a cold input source and a reverse measurement leads to a small further improvement for $T_{m i n}$, but not for $G_{0}$ or $R_{n}$. Because it is generally easier to add a cold input source than to perform a reverse measurement, the conclusion is that it is certainly worthwhile to add a measurement with a cold input source, but that adding a reverse measurement may not be worth the extra effort.

## IV. SUMMARY

We have developed a simulator for noise-parameter measurements and used it to compare uncertainties obtained with several different possible measurement enhancements. The results were obtained on three different amplifiers, with differing properties, and with various different input states, in an attempt to distill general features, not subject to the influence of accidental conspiracies among the detailed characteristics.

Some of the general results can be summarized as follows. The noise temperature of the input hot matched load should be as far from ambient as possible (while still keeping the DUT and output measurement system in their linear operating ranges). It is very helpful to use a cold (cryogenic) input matched load, particularly for low-noise devices. Substituting
a cold load for the hot input load yields some improvements for many amplifiers, but use of a cold load in addition to the hot load yields larger improvements in the uncertainties for all amplifiers considered. The common practice of including interior points (neither reflective nor matched) does indeed lead to better results. The output reflection coefficients should definitely be measured rather than computed by cascade. Additional (beyond four) reflective input terminations do not help and may in fact hurt. Inclusion of a reverse measurement helps, but it requires a different measurement configuration. The practical recommendation that emerges is to add a cold (cryogenic) matched load to the usual set of input terminations; for low-noise devices it will reduce the uncertainty in $T_{\text {min }}$ by a factor of about two.
We next plan to perform a similar investigation for onwafer noise-parameter measurements on transistors.
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#### Abstract

This papers presents a measurement technique for the noise figure of on-wafer differential amplifiers using 4-port network analyzers. The approach is based on the determination of the correlation of output noise waves in terms of the 4-port S-parameters and of the output noise powers. The measurement setup is simple as it does not require any hybrid coupler or calibrated noise source. Measurement results of an on-wafer differential LNA demonstrate the validity of the new technique.

Index Terms-Noise figure, differential amplifier, on-wafer, mixed-mode, network analyzer.


## I. Introduction

Differential circuits are more and more replacing traditional single-ended ones in many radio-frequency and other highfrequency applications. This is due to their better immunity to common-mode noise and interference. Futhermore, the maximum differential voltage swing is almost twice that in single-ended operation, which is interesting for integrated circuits that can only cope with low supply voltages. It is nowadays possible to easily characterize the small-signal behavior (differential signal gain, common-mode rejection ratio, etc) of these circuits using commercially available network analyzers. In contrast, the noise characterization of differential circuits remains a challenging subject. This is due to the fact that the noise waves at the outputs of these circuits are correlated. Correlated output noise complicates, for instance, the measurement of the noise figure of differential amplifiers. In [1], noise figure measurements are performed with couplers. These extra equipment offers the possibility to measure the differential noise figure without the need of calculating the correlation. However, the couplers are bandwidth limited and requires a proper de-embedding which is quite complex [2],[3],[4]. In [5], the correlation is removed by referring the inherent noise sources of the differential amplifier to its input ports. This technique is interesting but is quite time-consuming as a lot of single-ended measurements are made using the Yfactor method [6]. In [7], a theoretical approach based on the determination of the correlation of the output noise waves is proposed. Our paper makes use of this approach to develop a measurement procedure for the noise figure of on-wafer amplifiers. Our new technique relies on the measurements of the S-parameters and of the output noise powers using a 4-port network analyzer. It does not require any coupler or calibrated noise source. The theoretical approach to the differential noise
figure is briefly presented in section II. The measurement setup and procedure are developed in section III. The measurement results are discussed in section IV and concluding remarks are given in section V .

## II. THEORY

An analytical expression of the differential noise figure of a 4-port device is given in [7]. This expression is derived from the noise-wave formalism [8], illustrated in Fig. 1, and the mixed-mode S-parameters described in [9]. The expression of the noise figure is valid for a system where the sources and the loads are reflectionless $\left(\Gamma_{i}=0\right)$.

The differential noise figure given in [7] is:

$$
\begin{equation*}
F_{d i f f}=\frac{\overline{\left|b_{3}\right|^{2}}+\overline{\left|b_{4}\right|^{2}}-2 \Re e\left(\overline{b_{3} \cdot b_{4}^{*}}\right)}{2 k T_{0} \Delta f\left(\left|S_{d d 21}\right|^{2}+\left|S_{d c 21}\right|^{2}\right)} \tag{1}
\end{equation*}
$$

where $S_{d d 21}$ and $S_{d c 21}$ are the mixed-mode gains which can be calculated from the classical S-parameters [9]. The term $k T_{0} \Delta f\left(\left|S_{d d 21}\right|^{2}+\left|S_{d c 21}\right|^{2}\right)$ is the output noise power of the differential mode due to the two input sources. These two sources have both an available noise power of $k T_{0} \Delta f$ and are uncorrelated. $\overline{\left|b_{3}\right|^{2}}$ and $\overline{\left|b_{4}\right|^{2}}$ are the noise powers at the output ports 3 and 4 respectively. The term $\overline{b_{3} \cdot b_{4}^{*}}$ represents the correlation between the output noise waves. It is the only term in the expression that cannot be measured using commerciallyavailable equipment.


Fig. 1. Noise wave formalism for a 4-port circuit, where $a_{i}$ is incident noise wave at port $\mathrm{i}, b_{i}$ is the outgoing noise wave and $c_{i}$ is the internal noise wave. The input ports are connected to 2 sources with generator wave $\hat{a}_{i}$ and reflection coefficient of $\Gamma_{i}$.

The correlation of the noise waves at the output ports of a differential amplifier can be determined in terms of the inputreferred noise powers and of the S-parameters:

$$
\begin{equation*}
\overline{b_{3} \cdot b_{4}^{*}}=S_{31} S_{41}^{*} \overline{\left|a_{s 1}\right|^{2}}+S_{32} S_{42}^{*} \overline{\left|a_{s 2}\right|^{2}} \tag{2}
\end{equation*}
$$

where the input-referred noise powers can be calculated in terms of the output noise powers as:

$$
\begin{align*}
& \overline{\left|a_{s 1}\right|^{2}}=\frac{\left|S_{42}\right|^{2} \overline{\left|b_{3}\right|^{2}}-\left|S_{32}\right|^{2} \overline{\left|b_{4}\right|^{2}}}{\left.\left|S_{31}\right|^{2}| | S_{42}\right|^{2}\left|-\left|S_{41}\right|^{2}\right|\left|S_{32}\right|^{2} \mid}  \tag{3}\\
& \left.\overline{\left|a_{s 2}\right|^{2}}=\frac{\left|S_{31}\right|^{2}\left|b_{4}\right|^{2}}{\left.\left|S_{31}\right|^{2}| | S_{41}\right|^{2} \mid \overline{\left|b_{3}\right|^{2}}}\left|-\left|S_{41}\right|^{2}\right|\left|S_{32}\right|^{2} \right\rvert\,
\end{align*}
$$

These expressions are derived by representing the differential amplifier as a 4-port noise-free circuit connected at its inputs to 2 uncorrelated input-referred noise sources [5]. The differential noise figure is then determined from (1), (2) and (3). These equations have been validated in [7] by ADS simulation of a differential amplifier. The aim of this work is to use the equations to construct a measurement procedure for the noise figure measurement of on-wafer differential amplifiers.

## III. Measurement procedure

An RF differential low-noise amplifier (LNA) from CEALETI [10] serves as the device under test (DUT) in this work. Fig. 2 shows the micrograph of the LNA chip fabricated in a 0.25 um SiGe BiCMOS process.


Fig. 2. Micrograph of the differential LNA with a die size of $1.32 \times 1 \mathrm{~mm}^{2}$. The input ports are denoted by $1 \& 2$ and the output ports are represented by 3\&4.

## A. S-parameters measurement

The measurements are made with a commercially-available wafer probe station. A DC probe is used for the transistors biasing with a collector voltage Vcc of 3 V and an emitter voltage Vpol of -1 V . Two Cascade Infinity GSGSG probes are placed at the inputs and outputs of the LNA, as shown on Fig. 3.

The first step consists of measuring the 4-port S-parameters of the LNA. A Rohde\&Schwarz 4-port Vector Network Analyzer (VNA) is used. Measurements are done in the frequency band of 1 to 6 GHz . 4-port SOLT (Short-Open-Load-Through) calibrations are performed on a standard impedance substrate in order to place the reference planes at the probe tips. The $4 x 4$ matrix of $S$-parameters is then acquired and used
to calculate the mixed-mode parameters according to the following equations [9].

$$
\begin{align*}
S_{d d 21} & =\frac{1}{2}\left(S_{31}+S_{42}-S_{32}-S_{41}\right)  \tag{4}\\
S_{d c 21} & =\frac{1}{2}\left(S_{31}-S_{42}+S_{32}-S_{41}\right)
\end{align*}
$$



To Receiver 1 To Receiver 2

Fig. 3. On-wafer measurement setup with the input and output ports of the LNA connected to the 4-port Vector Network Analyzer via the Dual Infinity probes.

## B. Noise measurement

The next step consists of measuring the noise powers at the output ports of the differential LNA. A block diagram of the setup is shown in Fig. 4. The input ports of the LNA are connected via the input probe to two $50 \Omega$ sources of the VNA. The sources have both an available noise power per hertz of $k T_{0}$. The output ports of the LNA are connected via the output probe to two $50 \Omega$ receivers of the VNA. Low noise pre-amplifiers are placed between the LNA and the VNA in order to reduce the noise figure of the receivers. The VNA receivers have a high noise figure of about 40 dB and tend therefore to mask the noise generated by the LNA. By placing the 25 dB pre-amplifiers before the VNA, the noise figures of the receiver systems are reduced by about 25 dB .


Fig. 4. Block diagram of the test setup for the noise measurement of the on-wafer differential amplifier

The probes, pre-amplifiers and receivers contribute to the output noise measured by the VNA. These contributions have
to be compensated for the determination of the output noises $\overline{\left|b_{3}\right|^{2}}$ and $\overline{\left|b_{4}\right|^{2}}$. In Fig. 4, the 2 paths of the output dual probe are represented as Probe 2a and Probe 2b. The losses in the 2 paths are denoted by $\left|S_{21}^{P_{2 a}}\right|^{2}$ and $\left|S_{21}^{P_{2 b}}\right|^{2}$. The noise powers generated in both paths due to these losses are represented by $\overline{\left|c_{2}^{P_{2 a}}\right|^{2}}$ and $\overline{\left|c_{2}^{P_{2 b}}\right|^{2}}$. As the probe is a passive component with well-matched inputs and outputs, these inherent noise powers are given by:

$$
\begin{align*}
& \overline{\left|c_{2}^{P_{2 a}}\right|^{2}}=\left(1-\left|S_{21}^{P_{2 a}}\right|^{2}\right) k T_{0} \Delta f  \tag{5}\\
& \overline{\left|c_{2}^{P_{2 b}}\right|^{2}}=\left(1-\left|S_{21}^{P_{2 b}}\right|^{2}\right) k T_{0} \Delta f
\end{align*}
$$

The noise generated by the pre-amplifiers and the receivers are determined after receiver power calibrations are performed. The calibrations are done in the reference planes $A$ and $A^{\prime}$ (Fig. 4) using an R\&S thermal power sensor. By doing the calibration in these references planes, the pre-amplifiers are considered to be part of the receiver systems. The transfer characteristics $\left|S_{21}^{r e c 1}\right|^{2}$ and $\left|S_{21}^{r e c 2}\right|^{2}$ are equal to 1 due to the receiver power calibration. The inherent noise produced by the
 measured directly by connecting $50 \Omega$ match at the input ports of the receiver systems.
The noise powers $\overline{\left|b_{o u t 1}\right|^{2}}$ and $\overline{\left|b_{o u t 2}\right|^{2}}$ measured at the output of the whole system can be expressed in terms of the elements described above:

$$
\begin{align*}
& \overline{\left|b_{\text {out } 1}\right|^{2}}=\left|S_{21}^{P_{2 a}}\right|^{2} \overline{\left|b_{3}\right|^{2}}+\overline{\left|c_{2}^{P_{2 a}}\right|^{2}}+\overline{\left|c_{2}^{r e c 1}\right|^{2}}  \tag{6}\\
& \overline{\mid b_{\left.b_{\text {ot }+}\right|^{2}}}=\left|S_{o_{1}{ }^{2}}{ }^{2}\right| b_{\left.b_{4}\right|^{2}}^{\left|c_{2 b}^{P_{2 b}}\right|^{2}}+\overline{\left|c_{r}^{r e c 2}\right|^{2}}
\end{align*}
$$

## IV. Measurement results

The noise powers $\overline{\left|b_{o u t 1}\right|^{2}}$ and $\overline{\left|b_{o u t 2}\right|^{2}}$ are measured by the VNA with a measurement bandwidth of 5 MHz . The noise powers $\overline{\left|b_{3}\right|^{2}}$ and $\overline{\left|b_{4}\right|^{2}}$ at the output ports of the different LNA are then determined from (5) and (6). Fig. 5 shows the two output noise powers and the input-referred noise powers $\overline{\left|a_{s 1}\right|^{2}}$ and $\overline{\left.a_{s 2}\right|^{2}}$ obtained from the measurement data and (3).


Fig. 5. Noise powers obtained at the output ports of the differential LNA and the corresponding input-referred noise powers

The correlation of the output noise waves is then obtained from the input-referred noises and is injected in (1) for the determination of the differential noise figure. This noise figure is illustrated in Fig. 6 and is compared to the differential noise figure obtained using the classical coupler technique [1].


Fig. 6. Comparison between the differential noise figure measured with our technique and the one obtained with the coupler method [1]

Indeed, for completeness, noise figure measurements of the differential LNA have been done using $180^{\circ}$ hybrid couplers. The differential LNA is placed between two hybrid couplers so as to be in a single-ended (SE) configuration where the SE noise figure is determined using the Y-factor method [6]. Measurements are performed with a Noisecom Noise Source and R\&S Signal Analyzer. The differential noise figure is deembedded using an extension of Friis equation to the cascade of 3-port and 4-port circuits.

Fig. 6 demonstrates that there is a close agreement between the two noise figures. A differential noise figure of $3.5-4.5 \mathrm{~dB}$ is obtained with our method while a differential noise figure of 3.7-4.9 dB is given by the coupler method. The agreement between the noise figures confirms the validity of our new approach. The small differences between the traces are likely due to several factors such as the measurement uncertainties in the noise power measurements, the errors caused by the amplitude/phase unbalances in the couplers and additional common-mode noise that is not totally rejected by the LNA.

## V. Conclusion

A noise figure measurement technique is proposed for onwafer differential amplifiers. The differential noise figure is expressed in terms of the correlation between the output noise waves. The correlation is calculated from the input-referred noise powers which are measured using a procedure developed in this paper. The technique has been tested on a $1-6 \mathrm{GHz}$ on-wafer differential LNA. Measurement results have proven the accuracy and repeatability of our new approach. The target application is the implementation on 4-port Network Analyzers of a fast and user-friendly method for differential noise figure measurements without the use of a noise source or couplers.

## References

[1] A. Abidi and J. Leete,"De-embedding the noise figure of differential amplifiers," IEEE J. Solid-State Circuits, vol. 34, no. 6, pp. 882-885, Jun. 1999.
[2] O. Garcia-Perez, L. E. Garcia-Munoz, V. Gonzalez-Posadas and D. Segovia-Vargas, "Noise-Figure Measurement of Differential Amplifiers Using Nonideal Baluns," IEEE Trans. Microw. Theory Tech., vol. 59, no. 6, pp. 1658-1664, Jun. 2011
[3] L. F. Tiemeijer, R. M. T. Pijper and E. van der Heijden,"Complete On-Wafer Noise-Figure Characterization of $60-\mathrm{GHz}$ Differential Amplifiers,'IEEE Trans. Microw. Theory Tech., vol. 58, no. 6, pp. 1599-1608 Jun. 2010.
[4] M. Robens, R. Wunderlich, and S. Heinen, "Differential Noise Figure De-Embedding: A Comparison of Available Approaches,"IEEE Trans. Microw. Theory Tech., vol. 59, no. 5, pp. 1397-1407, May 2011.
[5] L. Belostotski and J. W. Haslett, "A technique for differential noise figure measurement of differential LNAs," IEEE Trans. Instrum. Meas., vol. 57, no. 7, pp. 1298-1303, Jul. 2008.
[6] Agilent Technologies: "Noise Figure Measurement Accuracy: The YFactor Method", Application Note 57-2, 2004
[7] Y. Andee, J. Prouvée, F. Graux and F. Danneville, "Determination of noise figure of differential circuits using correlation of output noise waves,'Electronic Letters, vol. 50, no. 9, pp. 665-667, Apr. 2014.
[8] J. Randa,"Noise characterization of multiport amplifiers," IEEE Trans. Microw. Theory Tech., vol. 49, no. 10, pp. 17571763, Oct. 2001.
[9] D. E. Bockelman and W. R. Eisenstadt, "Combined differential and common-mode scattering parameter": Theory and simulation," IEEE Trans. Microw. Theory Tech., vol. 43, no. 7, 1995, pp. 1530-1539, Jul. 1995.
[10] M.-A. Dubois, Ch. Billard, C. Muller, G. Parat, and P. Vincent,"Integration of High-Q BAW Resonators and Filters Above IC,"ISSCC Dig. of Tech. Papers, pp. 392-393, 2005.

# Novel Flexible Dielectric Waveguide for Millimeter and Sub-Millimeter Frequencies - Design and Characterization 

Hans-Ulrich Nickel and Janno Zovo<br>Spinner GmbH, Aiblinger Str. 30, 83620 Feldkirchen-Westerham, Germany<br>\{uli.nickel; janno.zovo\}@spinner-group.com


#### Abstract

This paper is about a novel design of flexible dielectric waveguides that can be employed as multi-purpose connecting lines in test and measurement setups for mm- and sub-mm-wave frequencies. The waveguide design presented here differs from prior art basically in two features: the application of a protective tube composed of standardized segments and the use of strings for supporting and centering the dielectric ribbon waveguide within that tube. Following the proposed design allows building a waveguide that can be bent and twisted simultaneously while exhibiting only small changes in its electrical behavior. Besides the novel design we present experimental results that demonstrate its suitability for various mm-wave test applications.


Index Terms - Dielectric waveguide, measuring line, mm waves, sub- mm waves, flexible, bending, twisting, dielectric ribbon, string support.

## I. INTRODUCTION

Measuring lines used to connect RF test instruments like network analyzers, signal generators, power meters or spectrum analyzers to a device under test (DUT) are faced with two generally contradictory demands: Mechanical flexibility and electrical stability. While the mechanical flexibility of a measuring line is often indispensable in order to connect a DUT after calibrating a test instrument, the stability of a measuring line's electrical behavior over flexing is the key issue for de-embedding its influence.

Depending on the radio frequency range under consideration different technologies for flexible measuring lines are available. Frequencies of up to about 100 GHz allow the use of coaxial cables or flexible metallic waveguides. Optical frequencies are generally covered by flexible fiberoptic cables. For the upper millimeter and the lower submillimeter wave frequencies between roughly 100 GHz and 1 THz however, there does not exist a flexible low-loss transmission line which provides a satisfactory electrical stability.

The aim of the reported work is to develop a family of practicable flexible measuring lines covering in total a frequency range from 75 to 600 GHz . The lines are to be equipped with built-in transitions to standard hollow rectangular waveguides (WR-10 to WR-1.9). Nine frequency sub-ranges were chosen in accordance with the nominal frequency bands of these waveguides. A main development goal is a basic design applicable to all sub-ranges by using
only repeated or proportionally scaled parts. In an initial stage of the project only the lowest frequency sub-range from 75 to 110 GHz (WR-10) was to be fabricated and characterized in detail.

In particular the lines need to meet the following mechanical demands:

1) Flexible in two degrees of freedom, i.e. bendable and twistable.
2) Flexibility degrees of freedom limited by mechanical means.
3) "Flex-stable", in the sense that once set up, the line's form does not collapse due to influence of gravity.
4) Protection from damage, dust and liquids.
5) Configurable in length.

A set of electrical requirements must be met. Each of them has to be valid for the rectangular waveguide's entire nominal frequency range:
6) Excellent flexing stability of transmission and reflection behavior.
7) Transmission loss lower than that of any coaxial cable and any single-mode metallic waveguide.
8) Sufficiently high return loss.
9) Sufficiently low dispersion.
10) Electric shielding.

Furthermore, from a production point of view the line must be easy to assemble.

## II. DESIGN

The novel flexible measuring line consists of a dielectric waveguide section that is connected to metallic waveguide transitions on both sides. In detail the design is as follows:

## A. Dielectric Waveguide

In order to reach the flexibility and loss requirements we chose the "dielectric wire" transmission principle described on a theoretical basis more than 100 years ago by Hondros and Debye [1]. For the dielectric wire a number of cross sections and materials were considered but finally we decided to use a simple polymer ribbon of rectangular cross section made out of a high-density-polyethylene (HDPE or PE-HD). This configuration has already been investigated by various authors, e.g. [2] and [3].

Fig. 1 shows a longitudinal section of the dielectric waveguide. The polymer ribbon (40) is surrounded by a protective tube (14) which is of innovative design. The tube is composed of a number of identical segments (20) made out of a moderately absorbing polymer. At its ends each segment has a male and a female portion of a ball joint which allows it to be clinched to its neighbors. In this way the protective tube becomes bendable and twistable. Both degrees of freedom are limited by integrated stop dogs.


Fig. 1. Longitudinal section of dielectric waveguide.
Another feature of the segments is that they carry an integrated support structure for the polymer ribbon based on thin strings. The string diameter must be kept small compared to the wavelength so that the disturbance in wave propagation remains insignificant. These string supports are indicated as (41) and (42) in Figs. 1 and 2. Each string support is positioned at the center of a ball joint. Most strings are chosen to have a cross hair shape as shown in Fig. 2. Here the polymer ribbon is supported from its lower left side or its upper right side. Along the axis of the waveguide the support directions are chosen to alternate from segment to segment leading to a pre-undulation of the ribbon.


Fig. 2. Cross section of dielectric waveguide.
The presented method of supporting the ribbon has several distinct advantages:

- Extremely low reflectivity due to small dimensions of strings.
- Ribbon is kept on the "neutral fiber" of the protective tube, hence minimizing length changes during flexing.
- Pre-undulation serves as a length buffer for the ribbon, thus preventing axial forces to the waveguide transitions during flexing.
By applying the presented segments the dielectric waveguide becomes easy to assemble in a stepwise manner.


## B. Waveguide Transitions

To convert the $\mathrm{TE}_{10}$ mode of the rectangular input port into the desired fundamental mode of the dielectric waveguide a
suitably broadband transition has been designed. This transition starts with the rectangular waveguide and ends in a nonlinear tapered horn section. The end of the polymer ribbon is scarfed in a symmetrical way in order to get a continuous transition of the wave onto the ribbon. The pointed end is fixed within the rectangular waveguide section.

## C. Assembled Waveguide Samples

For an experimental verification of our design we initially restricted ourselves to the lowest frequency sub-range of 75 to 110 GHz , which is the nominal frequency band of the WR-10 waveguide. For this band laboratory samples with different line lengths have been realized.

The following design parameters have been chosen for the tubular segments of the protective tube:

- Insertion length: 25 mm
- Minimum bending radius: 75 mm
- Maximum twisting angle per ball joint: $\pm 5^{\circ}$

The support strings are made out of polyamide with a diameter of approximately 0.1 mm .


Fig. 3. Flexible dielectric waveguide assembly with WR-10 interfaces ( 300 mm total length, 7 standard segments).


Fig. 4. Flexible dielectric waveguide assembly with WR-10 interfaces connected to a VNA frequency extender unit ( 575 mm total length, 18 standard segments).

Fig. 3 shows a short sample with 7 standard segments which has a total line length of 300 mm . The line shown in Fig. 4 is composed of 18 standard elements which result in a total
length of 575 mm . Fig. 4 explicitly illustrates the "flex-stable" nature of the line.

## III. Characterization

A vector network analyzer setup composed of Anritsu ME7808C/37297D with two frequency extenders Anritsu 3742A-EW covering 65 to 110 GHz was used for the experimental characterization (Fig. 5).

The measurement results presented in Figs. 6, 7, 8, and 10 use 801 frequency points and a smoothing aperture of 3 points (112.5 MHz or $0.25 \%$ ).


Fig. 5. 575 mm dielectric waveguide assembly with WR-10 interfaces connected between two VNA frequency extender units.


Fig. 6. Transmission and reflection of straightened waveguide assemblies ( 275 mm and 575 mm ).

Fig. 6 compares the magnitudes of the transmission and reflection behavior of a short ( 275 mm ) and a long ( 575 mm ) line sample in straightened form. Within the specified WR-10 frequency range of 75 to 110 GHz the transmission loss does not exceed a value of 1.5 dB for the short and 2.3 dB for the
long sample. The return loss is typically around 20 dB or better.

Fig. 7 compares the magnitudes of the transmission and reflection behavior of the 275 mm line when bending over its H-plane. The curves for six deflection angles $-90^{\circ},-60^{\circ},-30^{\circ}$, $0^{\circ}, 30^{\circ}$, and $60^{\circ}$ are plotted. Increasing the deflection angle from the axis of the straightened waveguide leads to a decreasing bending radius. The insert in Fig. 7 gives the geometrical arrangement for a deflection angle of $-90^{\circ}$ (positive deflection angles indicate bending in the opposite direction). In case of the 275 mm line a $90^{\circ}$ deflection angle corresponds to the minimum bending radius of 75 mm . Within the frequency range of 80 to 110 GHz the variations of the transmission loss are less than 0.1 dB . For the lower portion of the specified frequency band ranging from 75 to 80 GHz we observed slightly higher loss variations of up to 0.2 dB . Variations of the return loss due to H-plane bending can hardly be observed. We always reach return loss values around 20 dB or better.


Fig. 7. Transmission and reflection stability over H-plane bending (275 mm line).

It should be noted that the curves in Figs. 6 and 7 exhibit a set of weakly developed resonances with a period of about 4 GHz . They can be explained by Bragg reflections at the periodically spaced string supports according to

$$
\begin{equation*}
\Delta f=\frac{c_{0}}{2 l \sqrt{\varepsilon_{r}}} \approx \frac{3 \times 10^{8} \mathrm{~m} \mathrm{~s}^{-1}}{2 \times 25 \mathrm{~mm} \times \sqrt{2.3}} \mathrm{GHz} \approx 4 \mathrm{GHz} \tag{1}
\end{equation*}
$$

Due to their weak occurrence these resonances will not be markedly disturbing in practical applications.

Fig. 8 compares the group delay of the 275 mm line when bending over its H-plane. Again six curves are plotted representing the same bend configurations as above. Fig. 8 illustrates that the variation of the group delay due to bending does not exceed 0.04 ns for any frequency within the entire 75 to 110 GHz band.


Fig. 8. Group delay stability over H-plane bending ( 275 mm line).
In order to put the absolute group delay into perspective, Fig. 9 compares the measured performance of the dielectric waveguide with the theoretical group delays of an air-filled TEM line and an air-filled WR-10 waveguide. The theoretical curves are calculated for the length of the measured dielectric waveguide (i.e. 275 mm ).

Figure 9 demonstrates the nearly TEM-like dispersion behavior of the dielectric waveguide. While the group delay of the rectangular waveguide increases dramatically near its cutoff frequency, the group delay of the dielectric waveguide experiences only a minor decrease at these frequencies.


Fig. 9. Group delay comparison of the dielectric waveguide to conventional air-filled metallic waveguides.

First investigations of bending the dielectric waveguide over its E-plane and of twisting were found to result in similar variations of the electrical performance as with bending it over its H-plane. This is demonstrated with the 575 mm line in Fig. 10 comparing transmission and reflection behavior of the straight configuration with that of the curved configuration shown in Fig. 5. This configuration includes three E-plane bends at the line's minimum bending radius of 75 mm
(deflection angles: $45^{\circ},-90^{\circ}$ and $45^{\circ}$ ). The E-plane bends are combined with various twists distributed randomly along the waveguide in a way that the total twisting cancels out.


Fig. 10. Transmission and reflection of the 575 mm line in straight configuration compared to that of the curved configuration in Fig. 5.

Within the frequency range of about 80 to 110 GHz the transmission curves in Fig. 10 differ only very slightly. At the lower end of the specified frequency band however, between 75 and about 80 GHz , the transmission loss increases by up to 0.8 dB . This is caused by the weak guiding of the transmitted waves at these frequencies.

## IV. CONCLUSION

A novel concept for flexible dielectric waveguides covering mm - and sub-mm-wave frequencies has been developed. As a proof of concept a waveguide for 75 to 110 GHz (WR-10) has been designed, analyzed, and manufactured. By experimental characterization we were able to demonstrate its low transmission loss and its high degree of electrical stability over bending and twisting. Both features make the waveguide ideally suited as a universal measuring line in this frequency range.

Applying the proposed waveguide design to higher frequencies we expect similar promising results. This is to be confirmed in future work.
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#### Abstract

This paper describes an investigation into the effects of using additional precision alignment dowel pins on the connection repeatability performance of waveguide interfaces at submillimeter-wave frequencies. The waveguide interface type that was used for this investigation is an adapted version of the 'precision' UG-387 (i.e. based on the MIL-DTL-3922/67 design), manufactured by Virginia Diodes, Inc. The investigation was undertaken in the WM-250 waveguide band (i.e. at frequencies ranging from 750 GHz to 1.1 THz). Connection performance is compared with and without the use of added precision dowel pins in the inner dowel holes of this flange type. The repeatability of the measurements is assessed using statistical techniques, in terms of the experimental standard deviation in both the real and imaginary components of the complex-valued linear reflection coefficient.
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## 1. INTRODUCTION

Two recent papers [1, 2] have presented investigations into the connection repeatability of some waveguide devices operating from 750 GHz to 1.1 THz (i.e. in the WM-250 waveguide size [3]). In both these earlier investigations, the waveguide flanges were aligned during connection using four alignment dowel holes and dowel pins situated on the front faces of the flanges. These alignment dowel pins are permanently fitted to the flanges. During the connection of two waveguide flanges, two dowel pins on one of the flanges fit into two dowel holes on the other waveguide flange, and vice versa.

This connection strategy follows the so-called UG-387 flange design (described in [4] and earlier editions, e.g. [5, 6], etc), which has been in existence for many years. However, the performance of this
flange design has long been known to be poor at high millimeter-wave and submillimeter-wave frequencies, where the relatively loose tolerances on the specified diameters of the dowel pins and dowel holes cause performance degradation in the electrical measurements (i.e. significant mismatch and lack of connection repeatability). This has led to various improvements being made to this original design by different manufacturers. These improvements can broadly be described as being of two types: (i) the use of tighter tolerances on the above-mentioned outer alignment dowel holes and dowel pins; and/or (ii) the inclusion of two additional inner alignment dowel holes situated immediately above and below the waveguide aperture. These inner alignment dowel holes allow additional dowel pins to be inserted into both flange faces during connection.
Fig. 1 shows a photograph of a flange that features both the outer dowel pins and dowel holes (used for the traditional UG-387 connection strategy) and the additional inner alignment dowel holes (to which additional dowel pins are inserted during connection). The other holes shown in this Figure (situated at north, south, east and west positions around the flange face) are threaded holes to enable screws to be used to tighten the connection between two flange faces.

The flanges used in the earlier investigations [1, 2] feature both above-mentioned alignment improvements. However, only the outer dowel pins and dowel holes were used for aligning the flanges during these earlier investigations.

The purpose of the work described in this paper is to investigate the effect on flange connection repeatability of using dowel pins in the two inner alignment dowel holes. This work used the same VNA test port and devices under test (DUTs) that were used for the previous investigations [1, 2]. This enabled comparisons of connection repeatability performance to be made directly with these earlier investigations.


Fig. 1. Waveguide flange showing the outer alignment dowel pins and dowel holes, and, the inner alignment dowel holes. The WM-250 rectangular waveguide aperture is $250 \mu m \times 125 \mu m$ - barely visible to the naked eye

The investigation described in this paper used the inner alignment dowel holes in conjunction with two different types of dowel pin:
(i) Typical dowel pins for use with these dowel holes, found in some manufacturers' calibrations kits;
(ii) Dowel pins that emulate a connection strategy that is being developed in a new IEEE standard [7]. This connection strategy uses dowel pins with different nominal diamaters.
This paper compares the connection repeatability performance achieved using both the above types of dowel pins, and also compares the achieved performance with the connection repeatability performance reported previously in [2]. Flange connection performance is assessed by calculating the experimental standard deviation of a series of repeated flange connections. Results are presented as graphs showing experimental standard deviation versus frequency.

## 2. METHOD

### 2.1 Experimental set-up

The VNA system used for the investigation comprised an Agilent Technologies PNA-X VNA connected to WM-250 (WR-01) waveguide extender heads, manufactured by Virginia Diodes, Inc (VDI).

This is the same system and set-up that was used for the previous repeatability investigations [1, 2]. Following the procedure adopted in [2], the extender head was arranged so that the waveguide test port pointed vertically upwards. This arrangement minimizes any effect due to gravity on the alignment of the waveguide flanges. As with the previous investigations [1, 2], the power used to measure each Device Under Test (DUT) was around -35 dBm $(0.3 \mu \mathrm{~W})$ and the VNA's IF bandwidth was set to 30 Hz with no numerical averaging. The VNA system and set-up, shown in Fig. 2, is situated in the Roger Pollard High Frequency Measurements Laboratory (this being a temperature-controlled laboratory) at the School of Electronic and Electrical Engineering, University of Leeds, UK.

The VNA system was calibrated using a one-port 'three-known-loads' calibration technique. The 'known loads' (i.e. calibration standards) were an offset short-circuit, a 'flush' short-circuit and 'nearmatched' load (from a VNA calibration kit supplied by VDI). The offset short-circuit and near-matched load were used subsequently as the DUTs for the repeatability investigation. It was not possible to use the flush short-circuit as a DUT for this investigation because the flange did not include the two inner alignment dowel holes. The offset short-circuit and near-matched load were the same DUTs that were used in [1, 2].

The connection repeatability procedure followed that given in [2], where the repeatability exercise includes connections of the DUTs where the orientation of the flange is inverted before being reconnected to the VNA test port. By inverting the waveguide flange, the imperfect position of the alignment dowel pins and dowel holes will, in principle, cause a systematic change in the VNA's electrical measurements. This systematic change will be present in the repeatability data sets along with the random changes cause by the tolerances on the diameters of the alignment dowel pins and dowel holes.

For each flange connection orientation (i.e. either inverted or non-inverted), the complex-valued linear reflection coefficient of each DUT was measured 12 times, disconnecting and re-connecting the DUT between each re-measurement. This produced a set of 12 separate determinations of reflection coefficient for each DUT in each of the two orientations. Therefore, a total of 24 dis-connect / reconnect measurements were made for each of the two DUTs. All measurements were made from 750 GHz to 1.1 THz at regular intervals of 1.75 GHz across the band.


Fig. 2. The 750 GHz to 1.1 THz VNA system used for the measurements

### 2.2 Flange connection methods

(a) Same-diameter inner dowel pins: This flange connection method used two additional dowel pins inserted into the flanges' inner alignment dowel holes. The two dowel pins used for this connection method were of the same nominal diameter. The purpose of this flange connection method is to emulate the conventional use of these inner alignment dowel holes. Some manufacturers supply these types of dowel pin in VNA calibration kits and so two such dowel pins (in this case, from a calibration kit manufactured by Flann Microwave Ltd) were used for this purpose.

A measurement of the diameter of both of these dowel pins, made using a digital micrometer, showed the diameter of one pin to be 1.555 mm and the other pin to be 1.556 mm .
(b) Different-diameter inner dowel pins: This flange connection method also used two additional dowel pins inserted into the flanges' inner alignment dowel holes. However, for this connection method, each dowel pin was chosen to have a different diameter. This is to emulate the connection strategy being proposed for a flange design in a draft IEEE standard [7] that is currently under development. This strategy uses two dowel pins with different diameters. The dowel pin with the larger diameter achieves a very close fit to the flanges' dowel holes and provides planar alignment for the waveguide apertures. This is called the "Planar Alignment Dowel" pin. The dowel pin with the smaller diameter achieves a looser fit to the flanges' dowel holes and
provides angular alignment for the waveguide apertures. This is called the "Angular Alignment Dowel" pin.

The IEEE flange design uses inner dowel holes of a specific diameter, and associated dowel pins to fit these holes accordingly. The nominal diameter of the IEEE flange inner dowel holes is 1.570 mm . The nominal diameter of the IEEE flange Planar Alignment Dowel pin is 1.5665 mm and the nominal diameter of the Angular Alignment Dowel pin is 1.556 mm .

The engineering drawing for the flange type used for the VNA test ports and DUTs (both manufactured by VDI), used in this exercise, is shown in Fig. 3. This Figure shows that the nominal diameter of the inner alignment dowel holes is 0.0625 inches (i.e. 1.588 mm ) - i.e. this is not the same diameter that is proposed in the draft IEEE standard [7]. So it is not possible to follow exactly the connection strategy advocated by the IEEE standard for this particular flange design.


Fig. 3. Engineering drawing extract of the flange used for this investigation. The inner dowel hole diameter value $\left(0.0625^{\prime \prime}\right)$ is shown in the top righthand corner of the drawing

However, the connection strategy can be emulated by selecting dowel pins that, as far as possible, perform a similar role to the planar and angular alignment dowel pins used with the IEEE flange design. In order to do this, a series of dowel pins of various diameters, ranging from 1.550 mm to 1.625 mm in 0.005 mm step sizes, was obtained. These dowel pins were inserted into the flanges'
dowel holes - starting with the smallest diameter dowel pin and using increasingly larger diameter dowel pins until a diameter size was found that provided the closest fit to the dowel hole size. This dowel was then considered to perform a role similar to the Planar Alignment Dowel pin used for the connection strategy described in the draft IEEE standard [7]. A measurement, made using a digital micrometer, of the diameter of the selected dowel pin showed the diameter to be 1.586 mm . (The nominal diameter for the selected dowel pin was 1.590 mm , i.e. showing the measured value to be within $4 \mu \mathrm{~m}$ of the nominal value.)

A second dowel pin was then selected with a nominal diameter of $10 \mu \mathrm{~m}$ less than the Planar Alignment Dowel (i.e. with a nominal diameter of $1.580 \mathrm{~mm})$. This $10 \mu \mathrm{~m}$ difference in the pin diameters is similar to the difference in diameter between the Planar and Angular Alignment Dowels used in the draft IEEE standard (i.e. $10.5 \mu \mathrm{~m}$ ). Therefore, the 1.580 mm diameter dowel pin was considered to perform a similar role as the Angular Alignment Dowel pin in the draft IEEE standard [7]. A measurement of the diameter of this dowel pin, made using a digital micrometer, showed the diameter to be 1.576 mm (i.e. within $4 \mu \mathrm{~m}$ of the nominal value).
(c) No inner dowel pins: The repeatability exercise reported in [2] did not use the flange inner alignment holes for aligning the flanges during connection. Instead, only the outer alignment dowel pins and holes were used during that exercise. However, this earlier exercise used the same test port flanges and the same DUTs as used during this current investigation. Therefore, the results obtained in the earlier exercise [2] can be used to provide equivalent repeatability data for these flanges when used without the aid of the inner alignment dowel pins and holes.

### 2.3 Data Analysis

The analysis uses calculations of the experimental standard deviation (as used previously in $[1,2])$ as the measure of variability in the observed values due to flange connection repeatability. This computation is applied separately to both the real and imaginary components of the complex-valued linear reflection coefficient. An analysis based on using the magnitude and phase components of the reflection coefficient is avoided due to problems with such calculations that have been described in [8].

Let $\Gamma$ be the complex-valued linear reflection coefficient written in terms of its real, $\Gamma_{R}$, and imaginary, $\Gamma_{I}$, components as follows (with $j^{2}=-1$ ):

$$
\begin{equation*}
\Gamma=\Gamma_{R}+j \Gamma_{I} \tag{1}
\end{equation*}
$$

For $n$ repeated determinations of $\Gamma$, the arithmetic mean of $\Gamma_{R}$ is given by:

$$
\begin{equation*}
\overline{\Gamma_{R}}=\frac{1}{n} \sum_{i=1}^{n} \Gamma_{R_{i}} \tag{2}
\end{equation*}
$$

and the experimental variance is given by:

$$
\begin{equation*}
s^{2}\left(\Gamma_{R_{i}}\right)=\frac{1}{n-1} \sum_{k=1}^{n}\left(\Gamma_{R_{k}}-\bar{\Gamma}_{R}\right)^{2} \tag{3}
\end{equation*}
$$

The experimental standard deviation, $s\left(\Gamma_{R_{i}}\right)$, is equal to the positive square root of $s^{2}\left(\Gamma_{R_{i}}\right)$.

Similarly, the arithmetic mean of $\Gamma_{I}$ is given by:

$$
\begin{equation*}
\bar{\Gamma}_{I}=\frac{1}{n} \sum_{i=1}^{n} \Gamma_{I_{i}} \tag{4}
\end{equation*}
$$

and the experimental variance is given by:

$$
\begin{equation*}
s^{2}\left(\Gamma_{I_{i}}\right)=\frac{1}{n-1} \sum_{j=1}^{n}\left(\Gamma_{I_{j}}-\bar{\Gamma}_{I}\right)^{2} \tag{5}
\end{equation*}
$$

The experimental standard deviation, $s\left(\Gamma_{I_{i}}\right)$, is equal to the positive square root of $s^{2}\left(\Gamma_{I_{i}}\right)$.
For each DUT at each frequency, values of $s\left(\Gamma_{R_{i}}\right)$ and $s\left(\Gamma_{I_{i}}\right)$ are calculated for the following three situations:
(i) Using the 12 repeat measurements of the flange when connected in the non-inverted orientation. Following the convention used in [2], we use a superscript $N$ to indicate this 'Non-inverted' situation - i.e. $\Gamma_{R}^{N}$ for the real component, and $\Gamma_{I}^{N}$ for the imaginary component;
(ii) Using the 12 repeat measurements of the flange when connected in the inverted orientation. Following the convention in [2], we use a superscript $I$ to indicate this 'Inverted' situation - i.e. $\Gamma_{R}^{I}$ for the real component, and $\Gamma_{I}^{I}$ for the imaginary component;
(iii) Using all 24 repeated measurements of the flange connected in both inverted and noninverted orientations. Following the convention in [2], we use a superscript $I N$ to indicate this 'Inverted and Non-inverted' situation - i.e. $\Gamma_{R}^{I N}$ for the real component, and $\Gamma_{I}^{I N}$ for the imaginary component.

## 3. RESULTS

For each of the three flange connection methods, for both the offset short-circuit and the near-matched load, we can compare calculated values of the experimental standard deviations in the real component, $s\left(\Gamma_{R_{i}}^{N}\right), s\left(\Gamma_{R_{i}}^{I}\right)$ and $s\left(\Gamma_{R_{i}}^{I N}\right)$, and, we can compare the calculated values of the experimental standard deviations for the imaginary component $s\left(\Gamma_{I_{i}}^{N}\right), s\left(\Gamma_{I_{i}}^{I}\right)$ and $s\left(\Gamma_{I_{i}}^{I N}\right)$.

This is shown in Figs. 4 to 15, where the labels 'Same-diameter pins', 'Different-diameter pins' and 'No pins' are used to identify the three flange connections methods described in sub-section 2.2, i.e. (a) 'same-diameter inner dowel pins', (b) 'different-diameter inner dowel pins' and (c) 'no inner dowel pins', respectively.


Fig. 4. $s\left(\Gamma_{R_{i}}^{N}\right)$ for the offset short-circuit


Fig. 5. $s\left(\Gamma_{R_{i}}^{I}\right)$ for the offset short-circuit


Fig. 6. $s\left(\Gamma_{R_{i}}^{I N}\right)$ for the offset short-circuit


Fig. 7. $s\left(\Gamma_{I_{i}}^{N}\right)$ for the offset short-circuit


Fig. 8. $s\left(\Gamma_{I_{i}}^{I}\right)$ for the offset short-circuit


Fig. 9. $s\left(\Gamma_{I_{i}}^{I N}\right)$ for the offset short-circuit


Fig. 10. $s\left(\Gamma_{R_{i}}^{N}\right)$ for the near-matched load


Fig. 11. $s\left(\Gamma_{R_{i}}^{I}\right)$ for the near-matched load


Fig. 12. $s\left(\Gamma_{R_{i}}^{I N}\right)$ for the near-matched load


Fig. 13. $s\left(\Gamma_{I_{i}}^{N}\right)$ for the near-matched load


Fig. 14. $s\left(\Gamma_{I_{i}}^{I}\right)$ for the near-matched load


Fig. 15. $s\left(\Gamma_{I_{i}}^{I N}\right)$ for the near-matched load

## 4. DISCUSSION

The results presented in Figs. 4 to 15 show that, for all three flange connection methods, there is no clear and obvious 'best' connection method (in terms of the achieved standard deviations due to the repeatability of flange connections) for the situations examined in this investigation. There are some instances (e.g. in Figs. 6, 9, 13 and 15) where the connection using same-diameter inner dowel pins exhibits inferior repeatability. However, there are also instances (e.g. in Figs. 4 and 7) where the same connection method performs as good as, or better than, the other methods. Similar types of observation could be made about the other connection methods. There are also instances where flange connection repeatability for all three methods appears to be significantly worse than for other instances - see, for example, Figs. 6 and 9. However, this type of behaviour has been explained in a previous investigation [2], where this effect was attributed to imperfect positioning of the flange alignment dowel pins and holes, and so the waveguide apertures of the DUT and the VNA test port will be misaligned (systematically) by different amounts, depending on the orientation used for the connection of the DUT.

Since all three methods achieve quite similar connection performance, it is instructive to examine the methodologies behind these types of connection. As mentioned previously, the relatively loose tolerances that make the conventional UG-387 flange design [4-6] unacceptable for use at high millimeterwave and submillimeter-wave frequencies has led to two different strategies for improving this design:

1. Use tighter tolerance specifications for the outer alignment dowel holes and pins so that these holes and pins are suitable as the primary alignment mechanism for the flange;
2. Use inner alignment dowel holes and pins with relatively tight tolerance specifications as the primary mechanism for achieving the required alignment precision. For these designs, the loose tolerance outer alignment dowel holes and pins remain as legacy features of the flange, but do not play a significant role in the alignment process.
Table I summarizes the alignment properties for the conventional UG-387 flange design [4]. The table gives the specified range of diameter values for both the outer dowel holes and pins. These values are used to calculate a worst-case difference between these two diameters (i.e. between the largest hole-size and the smallest pin-size). This difference indicates how well the alignment pins fit the holes - the larger the difference, the worse the likely flange alignment. Table I shows a worst-case diameter difference for the UG-387 flange of 0.216 mm .

TABLE I
Diameters for the outer dowel pins and holes for conventional UG-387 flange

|  | Nominal <br> $(\mathrm{mm})$ | Tolerance <br> $(\mathrm{mm})$ | Range <br> $(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: |
| Holes | 1.702 | $+0.025,-0.000$ | $1.702 \rightarrow 1.727$ |
| Pins | 1.524 | $\pm 0.013$ | $1.511 \rightarrow 1.537$ |
| Worst case diameter difference between pin and hole: |  |  |  |
| $(1.727-1.511) \mathrm{mm}=0.216 \mathrm{~mm}$ |  |  |  |

Table II shows similar information for the outer alignment dowel pins and holes for the VDI flange type used during the investigation reported in this paper. This information is derived from values given in Fig. 3 (although the values in Fig. 3 are specified in inches). Table II shows a worse-case diameter difference for this VDI flange of 0.092 mm , which is considerably better than the conventional UG-387 flange summarized in Table I.

TABLE II
Diameters for the VDI flange outer dowel pins and holes

|  | Nominal <br> $(\mathrm{mm})$ | Tolerance <br> $(\mathrm{mm})$ | Range <br> $(\mathrm{mm})$ |
| :---: | :---: | :---: | :---: |
| Holes | 1.613 | $+0.008,-0.000$ | $1.613 \rightarrow 1.621$ |
| Pins | 1.537 | $\pm 0.008$ | $1.529 \rightarrow 1.545$ |
| Worst case diameter difference between pin and hole: |  |  |  |
| $(1.621-1.529) \mathrm{mm}=0.092 \mathrm{~mm}$ |  |  |  |

We can use a similar method to examine the alignment properties of the two connection methods described in this paper that used the inner dowel holes and pins. This information is shown in Tables III and IV for the 'same-diameter inner dowel pins' method and the 'different-diameter inner dowel pins' method, respectively. These tables show worsecase diameter differences of 0.046 mm for the samediameter inner dowel pin method and 0.015 mm for the different-diameter inner dowel pin method. This would imply that the connection methods using the inner alignment holes and pins should provide better alignment than the use of the outer pins alone. However, the results from this investigation (in terms of achieved repeatability) suggest that the alignment provided by the tighter tolerance outer alignment dowel pins and holes for the VDI flange design is such that adding additional alignment mechanisms (i.e. using the inner alignment holes) does not improve significantly the overall alignment of the waveguide apertures. It therefore remains to be seen whether the connection strategy proposed in the new IEEE standard [7] (i.e. just using high-precision inner alignment holes and pins, along with loose tolerance outer holes and pins, as specified in the conventional UG-387 flange design) will result in improved connection repeatability compared to the repeatability performance obtained in this paper. The investigation of this type of connection strategy will need to wait until the flanges specified in the new IEEE standard [7] become available commercially and are used for waveguide components operating at these frequencies.

TABLE III
Diameters for the inner dowel pins and holes involved in the 'same-diameter inner dowel pins'

| connection method <br> Holes <br>  <br> $)$ | Tolerance <br> $(\mathrm{mm})$ | Range <br> $(\mathrm{mm})$ |  |
| :---: | :---: | :---: | :---: |
|  | $+0.013,-0.000$ |  |  |
|  | Measured $(\mathrm{mm})$ |  |  |  |
|  | $1.555($ and 1.556$)$ |  |  |  |
| Worst case diameter difference between pin and hole: |  |  |  |
| $(1.601-1.555) \mathrm{mm}=0.046 \mathrm{~mm}$ |  |  |  |

TABLE IV
Diameters for the inner dowel pins and holes involved in the 'different-diameter inner dowel pins'

| Cominal <br> $(\mathrm{mm})$ | Tolerance <br> $(\mathrm{mm})$ | Range <br> $(\mathrm{mm})$ |  |
| :---: | :---: | :---: | :---: |
|  | 1.588 | $+0.013,-0.000$ | $1.588 \rightarrow 1.601$ |
|  | Measured $(\mathrm{mm})$ |  |  |
|  | 1.586 |  |  |
| Worst case diameter difference between pin and hole: |  |  |  |
| $(1.601-1.586) \mathrm{mm}=0.015 \mathrm{~mm}$ |  |  |  |

## 5. CONCLUSIONS

This paper has presented a detailed investigation and analysis of the connection repeatability performance that can be achieved from using waveguide flanges that are currently available on VDI waveguide extender heads for VNAs in the WM-250 waveguide size.

The investigation has concentrated on assessing likely improvements in connection repeatability due to the use of the inner alignment dowel holes found on these flanges. The use of different sizes of dowel pin has been evaluated as part of this exercise.

The results show that, for the flange types manufactured by VDI, there is no clear advantage, in terms of the achieved connection repeatability, in using these inner alignment dowel holes when making connections with these flange types.

It remains to be seen whether the use of the flange design that is currently being specified in the ongoing draft IEEE standard [7] will improve upon the connection repeatability observed during this and earlier investigations [1, 2].
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#### Abstract

We present significant performance improvements of non-contact probes for the mmW and sub-mmW device characterization. Repeatability and accuracy of the measurement setup is studied using an automated non-contact probe system and compared with conventional contact-probes. Owing to the planar, non-contact nature of the new setup, only 2 -axis automated positioning is required, as compared to typical 3axis manipulators, including precise contact-force control used in commercially available systems. We demonstrate repeatability studies for the $\mathbf{1 4 0 - 2 2 0} \mathbf{~ G H z}$ band using a precision servo system, which can be fully automated using a software-controlled aligner for wafer-scale measurements. This fully-automated system also allows for periodic re-calibrations that are typically required for reliable sub-mmW measurements.


## I. Introduction

The demand on ultrafast integrated circuits (ICs) for the sub-millimeter wave region continues to grow as key applications, including medical and securit imaging, high-speed communications, spectroscopy, are being adopted in practice. In particular, effective development of sub-mmW devices (e.g. diodes, transistors, passives, mixers, etc. operating above 300 GHz ) require reilable and accurate, on-wafer metrology approaches to enable device testing at the intended operation frequency. However, this has become a challenge due to much smaller feature sizes at such high frequencies. Currently, contact probes are the state of the art for testing at sub-mmW frequencies up to 1.1 THz [1]. This technology is primarily based on aggresive scaling of coplanar contact probes that are widely used in microwaves. Scaling requirements of contact probes result in high manufacturing and repair costs, as well as extreme fragility. For example, if the contact force between the probe tip and test wafer is not controlled precisely, this can result in poor repeatability or fast deterioration of the probe tips [2]. In an effort to circumvent such fundamental drawbacks, we recently proposed non-contact probes based on


Fig. 1. (a) Illustration of the non-contact probe setup for on-wafer characterization in the THz and mmW bands (b) Photograph of the non-contact probe setup prototype


Fig. 2. Non-contact characterization of cold HEMT external parasitics: (a) Micrograph of the on-chip HEMT layout, (b) Smith Chart representation of the measured reflection $\left(S_{11}\right)$ (c) Smith Chart representation of the measured transmission coefficient ( $S_{21}$ )
efficient, quasi-optical coupling of the test signals into and out of the coplanar environment of the test device [3]. The concept is illustrated in Fig. 1(a) where a pair of diagonal horn antennas and a high-resistivity hemispherical Silicon lens is utilized for the quasi-optical wireless link. Effective coupling into the co-planar waveguide (CPW) environment is achieved using broadband, butterfly shaped double slot antennas integrated with the test device. These on-wafer antennas act as virtual probe tips and the measurement signals are quasi-optically focused onto the input and output ports of the device under test using Gaussian-like beams, as illustrated in Fig. 1(a).

A single test die or a complete test wafer can be characterized by placing the respective test structure over the hemispherical lens allowing for two isolated signal links between input and output ports. Since only the position of the test wafer is varied to collect the calibration and measurement data, the quasi-optical link is kept unchanged. As such, the non-contact test-bed can be automated easily by incorporating servo controlled precision manipulators instead of manual micromanipulators, as shown in Fig. 1(b). A relatively simple, software-controlled, commercially-available servos suffices to implement fully-automated measurements. In this work, we investigate the accuracy and repeatability of the non-contact test bed operated with servo-controlled manipulators and demonstrate the performance of fully-automated, on-wafer sub-mmW measurements for the first time.

## II. Accuracy and Repeatability of Automated Non-Contact Probes

A key feature of non-contact probes is the effective radiative coupling of the test signal in and out of the device under test without resorting to electrical contact with the device wafer. To do so, we use wideband planar antennas integrated with the

CPW device environment. As illustrated in Fig. 1(a), the incident beam radiated from the horn antenna at the to VNA input port is focused upon the "on-chip" probe antenna at the input port of CPW line. The hemispherical lens is used to achieve a tight focus (with approximately $\lambda / 3$ in diameter) on the probe antenna. The test signal received by the on-chip antenna feeds the CPW environment of the test device. Subsequently, transmitted signal that may be attenuated or amplified by the test device is re-radiated out of the opposite on-chip antenna, enabling transmission parameters ( $S_{12}, S_{21}$ ) measurements. Moreover, the signal reflected by the device couples back to the input port via the same optical path as the incident beam, enabling reflection ( $S_{11}$ and $S_{22}$ ) measurements. The incidence angle between optical axis and receiving/transmitting antenna beams is kept small, ensuring effective coupling into the planar antennas at broadside. We also note that relatively high refractive index of the high-resistivity silicon lens allows for much smaller on-wafer antenna sizes, minimizing chip space required to fabricate the virtual probe tips.

As an initial demonstration of the non-contact probe setup for device characterization, we recently studied a high electron mobility transistor (HEMT) layout to model its external parasitics. A SOLT-type on-wafer calibration is performed using well-known offset-short and thru standards. As seen in Fig. 2, there is excellent agreement between the full-wave simulations (HFSS) and non-contact measurements over the entire 90325 GHz , spanning 3 successive waveguide bands. We note that the quasi-optical alignment of the non-contact probe setup was kept the same and only the frequency extenders were replaced to collect the data, illustrating the modularity of the proposed setup.

## III. Repeatability Performance of Non-Contact Probes

Following the above initial demonstration, we next focus on identifying and quantifying the main sources of nonrepeatable errors in the non-contact probing process. It is expected that the virtual probe tip placement under the beam spot will slightly differ for each of the calibration, as well as test device measurements. The placement relies on the precision of the alignment of the virtual probe tip under the microscope. Moreover, this probe alignment is also limited by the manipulating precision. As such, manual placement of the virtual probe tip under the marked beam spot better than 1 micron is not typically possible in both of the manipulation axes. However, this precision can be significantly improved using a software-controlled automated test-bed.
In addition, the instrument drift is another source of measurement error. Due to temperature sensitivity of the electronic components used in multipliers and mixers in VNA frequency extenders, they exhibit varying degrees of magnitude and phase drift over time, mainly due to fluctuations in the environment. For our current 2-port configuration in the WR 5.1 band, $3 \%$ of magnitude drift and $\pm 4^{\circ}$ phase drift over 1 hour time span is specified according to the manufacturer (Virginia Diodes Inc.).


Fig. 3. 1-port repeatability of semi-automatic non-contact probe test bed in WR 5.1: (a) Smith Chart scatter plot (colored) of re-measured standards, black lines representing the ideal response. (b) Worst case phase and magnitude deviations tabulated for each standard.

The following experimental procedure was implemented to study the 1-port repeatability of our non-contact probe system: After an initial on-wafer calibration, the "standards" feature set, which consists of 5 offset short CPW lines and a through standard, was measured 25 times over a time span of 1.5 hours in typical laboratory conditions. The Smith Chart representation of the collected 25 measurements is shown in Fig. 3(a) as a scatter plot. As seen in Fig. 3(b), the worst case phase deviation is about $1^{\circ}$ and the worst case magnitude deviation is $1.6 \%$. According to manufacturer specifications, 1-port stability of the frequency extenders in the WR5.1 band is expected to be 5 times better than the 2-port configuration. As seen in this example, the measured repeatability of the non-contact probes, which is the combined effect two factors discussed above, is indeed very close to the instrument limitations. In a fully automated test-bed, repeatability is expected to further improve compared to semi-automatic version presented here.

## IV. Conclusion

An initial study on reliability and repeatability of noncontact probes is presented. 1-port repeatability performance was calculated and shown to be very close to instrument drift, which demonstrates the effectiveness and ease of use of the non-contact probes. Owing to relatively simple, quasi-optical non-contact nature of this new approach, the non-contact probe system is cost-effective and free from fragility and wear/tear issues of traditional contact-based probes. Most importantly, they can be easily automated to enable large-scale wafer-level multi-port characterization of on-chip devices and ICs in the mmW and sub-mmW frequencies.
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#### Abstract

Small-tone-spacing intermodulation distortion (IMD) measurements, needed for some memory-effect modeling studies in particular, are traditionally challenging because of the stresses on source phase noise, isolation, measurement system memory effects and dynamic range. These effects are exacerbated in broadband and mm-wave measurements due to (typically) more frequency multiplication and reduced source chain isolation. Through a series of studies on automatic level control (ALC) bandwidth modulation, isolation effects, source coherence improvements and receiver memory control, an improved system will be presented having residual measurement system third-order intercept products (IP3) in excess of $\mathbf{2 5} \mathbf{~ d B m}$ at 70 GHz and $>20 \mathrm{dBm}$ at 110 GHz with a 100 Hz tone spacing.

Index Terms - Intermodulation distortion, measurement, memory effects.


## I. Introduction

Intermodulation distortion measurements, and in particularly IMD asymmetry, have been a useful tool for exploring memory effects and other wide-time-constantrelated model elements in devices, circuits and subsystems (e.g., [1]-[4]). Among the possible mechanisms are thermal, thermo-mechanical relaxation, bias system effects and trapping. Thermal and thermo-mechanical relaxation processes can be very slow depending on the structure with time constants sometimes exceeding 1 ms . While most direct bias tee and bias driver time constants are faster, the bulk power supply system can sometimes be part of the dynamic and, again, time constants above 1 ms can occur. Trapping processes cover the gamut of time constants as well.

Since the tone spacing ( $\Delta$ ) in an IMD measurement exercises time constants on the order of $1 / \Delta$, small-tonespacing IMD measurements may sometimes be critical for this type of analysis and model development. The challenges in small- $\Delta$ measurements at lower carrier frequencies have been covered before (e.g., [1], [5]) since they have particularly been an issue when characterizing narrowband communications systems where both stimulus tones had to fit in a channel bandwidth on the order-of-a few kHz wide. Potential issues for the measurement include poor tone (or receiver LO) phase noise so that the desired products were obscured in the phase noise skirts, tone pulling (remodulation, either in a phase or amplitude sense, by one tone on another) due to inadequate isolation between sources, measurement system memory effects (tones interacting in the IF in particular) and limited
dynamic range in general. The prescription was logical: cleaner sources, more source chain isolation (using isolators or isolation amplifiers), more linear IFs, etc. In broadband and mm-wave applications that are increasingly common, however, these prescriptions can sometimes be difficult to fill: multiplication stages are often used for system reaching 100 GHz or more thus degrading phase noise, isolation amplification stages covering more than an octave may be expensive and/or have inadequate drive power on their own, and receivers themselves may be more limited in their flexibility.

Further methods of tone cancellation or filtering have been used for enhanced dynamic range at lower frequencies (e.g., [6]) and particularly for passive intermodulation distortion measurements. With the bandwidths involved here, filtering is perhaps not practical and, with the absolute frequencies and bandwidths, feedforward cancellation would often have stability and control issues. For these reasons, those enhancement techniques will not be considered further in this paper.

This paper will look at methods of improving this measurement scenario using system IMD residuals as the primary metric. Approaches to be investigated include

The use of dynamic leveling loop bandwidth to minimize induced remodulation without adding more isolation

The use of source synchronization to reduce contributed phase noise and the effects of the reference clock

The consideration of IF and receiver memory effects
The measurement stimulus structure to be used is relatively classical involving two synthesizers and a passive combiner. The ALC detection system, which is going to play a role in the measurements of this paper, will be isolated by coupler directivity from the main tone path (as suggested in Fig. 1) but not actively isolated for bandwidth and power reasons. Millimeter-wave modules are shown for broadband operation but operate in a pass-through mode for low frequency coverage [7]. The receiver, sources and leveling circuitry are all contained within the VNA. The combiner was internal in some cases and external in others for logistical reasons but in both cases, isolation was about 20 dB over the frequencies of interest. Both combiners used had over 70 GHz of bandwidth.


Fig. 1. The measurement structure to be used for the analysis in this paper is shown above (most of which is within a VNA). Depending on the mode and frequency range, different ALC detection paths would be employed.

## II. Power leveling, source isolation and the IMPLICATIONS

Communication (in a distortive sense) between sources in an IMD measurement has long been known to be an issue for smaller tone spacings. In the era of unsynthesized sources, this was sometimes literally due to frequency pulling of the oscillators (e.g., [8]). More germane, usually, is interaction of the ALC systems where the lower second-order product (generated by the DUT or by the detection system) can enter the leveling loop and remodulate onto the tones creating frequencies at the locations of $3^{\text {rd }}$ (and other odd) order products.

## A. Explicit isolation and its limits

The classical solution is to add more isolation in the individual tone arms, through better combiners, amplifier-pad combinations or isolators. These certainly help and are often adequate in narrowband applications. In broadband measurements or in certain high power cases, however, this may be problematic. On the latter point, if high power tones are required and it is desired to level them for power accuracy (more on this in section II.C), it may be prohibitive for cost or technological reasons to add isolation after the power stage. Thus if isolation is limited, the leveling system itself should be addressed.

## B. Loop behavior and dynamic parameter control

A simplified block diagram of the leveling loop used in the measurement system of Fig. 1 is shown in Fig. 2 and is not atypical. The loop has some bandwidth set by a number of poles (but often dominated by effects of a quasi-integrator)
that is often designed for a particular settling time and dynamic response pattern. For the purposes of IMD, the primary effect of interest is some AC signal is introduced at the detection plane corresponding to the tone spacing (from mixing in the detection system or from the DUT in a reflective sense). If this signal is within the bandwidth of the loop, the loop will attempt to correct for its presence by applying a misphased signal of that frequency to the modulator. This will produce sidebands on the tone, one of which corresponds to the frequency of a $3^{\text {rd }}$ order product. Depending on loop and modulator linearity, this may also spawn signals at $5^{\text {th }}$ order and higher product locations. Since ALC loop bandwidths are often on the scale of a few MHz or less, this is more likely to be an issue when the tone spacing (and hence the frequency of the lower $2^{\text {nd }}$ order product) is small.


Fig. 2. A simplified ALC loop block diagram is shown here. The second main IMD tone can enter back through the ' $R F$ out' point and mix with the first main tone within or before the loop.

This loop structure was simulated in time domain with a $2^{\text {nd }}$ order product injection to view the response characteristics. In Fig. 3 are simulations of an internal ALC loop node voltage near the integrator showing the effect of a requested increase in output power (to exercise the loop dynamics as well) at the $500 \mu$ s time point. An IMD measurement with a tone spacing of 50 kHz and a measured $2^{\text {nd }}$ order conversion level (at 60 GHz center frequency) into the loop was used in the simulations. The solid trace was for a nominal loop with a wide ( 100 KHz ) bandwidth. Two other traces show the effect of reduced loop bandwidth (to 50 and 10 kHz ) with some reduction in measurement speed. The effect of a 20 dB isolation increase is also shown using the measured change in the $2^{\text {nd }}$ order conversion efficiency of the detection system. The isolation and bandwidth reduction changes are similar but the former may not be practical as discussed earlier and does also change the loop dynamics somewhat more drastically (presumed due to the embedding environment of the detection system).

The results of Fig. 3 are not unexpected. A next step is to measure residual IMD product levels versus tone spacing for a variety of loop bandwidths and compare (at least in one case) to simulated results using the measured conversion efficiency of the loop modulator. These results are shown in Fig. 4 and the bandwidth requirement based on tone spacing is somewhat
intuitive. The agreement with simulation is better than 2 dB and is believed to be limited by the accuracy of the $2^{\text {nd }}$ order injection measurements and the modulator efficiency measurements.


Fig. 3. Simulated ALC internal integrator node voltages for a step in requested power, including tone-spacing-related leakage, are shown here for different loop configurations.


Fig. 4. Residual IMD products (due to source interaction) are shown here versus ALC loop bandwidth and tone spacing. All except the dashed line are measured $3^{\text {rd }}$ order residuals. The measurements in this case were at 60 GHz .

## C. Open-loop power control and its ramifications

In view of the dependencies shown in the previous section, it may be worth considering using power control in a different mode. Particularly in the higher mm-wave frequency ranges, a variety of leveling approaches have been used including open-loop and quasi-open-loop approaches (e.g., [9]). Here the latter term is used to refer to (usually software-based) approaches where the power is not corrected real-time relative to the measurement but on a slower time scale. While this certainly can remove leveling loop effects (except possibly on extremely long time scales), it can introduce a different problem related to the inherent absolute level sensitivity of the IMD or IPn measurement.

In the simplest sense, the computation of the intercept point has a fairly well-behaved sensitivity to a tone power error measurement of 0.5 for the $3^{\text {rd }}$ order product measurement and 1.5 for the main tone power measurement (when expressed in
$\mathrm{dB} / \mathrm{dB}$ terms). What is practically more interesting is the sensitivity to an input power error, which might occur from operating open-loop, on the intercept point due to a state change in the DUT. As an example, a 90 GHz IMD swept power measurement was made of a DUT with a somewhat anomalous third order response (left panel of Fig. 5). The input power sweep in this case ranged over -30 to -10 dBm and the tone spacing was 1 MHz .


Fig. 5. Measured third order upper product (left panel) and main tone (the two main tones were equal to within 0.5 dB ; right panel) are plotted vs. input power at 90 GHz

The sensitivity to that input power error is plotted in Fig. 6 for this DUT (over the upper half of the power sweep range used in Fig. 5). In the anomalous portion, the sensitivity exceeds 2 even for this class AB mm-wave amplifier that is better behaved than many higher efficiency structures.

This tends to suggest that, if the ALC loop bandwidth can be dynamically adjusted adequately, such operation may be preferable to open-loop operations in the interests of accuracy.


Fig. 6. The sensitivity of the measured OIP3 of the amplifier in Fig. 5 at 90 GHz to an error in input power is plotted here. Particularly when the intermodulation product behavior is nonclassical, the penalty for an input power error can be exacerbated.

## III. SOURCE NOISE AND RECEIVER MEMORY EFFECTS

Aside from leveling loop issues, two other potential concerns associated with small spacing measurements are phase noise (will the noise skirts of the sources and LO obscure the IMD products to be measured?) and the receiver memory responses (often in the IF).

## A. Phase noise effects

Since common synthesizer phase noise levels are in the range of $-100 \mathrm{dBc} / \mathrm{Hz}$ at 10 kHz offset and 20 GHz center frequency, it is not surprising that phase noise may become a limitation on small-spacing measurements in the higher microwave and mm-wave range. It is not the intent of this paper to explore synthesizer architecture and design but only to look at two items that may pertain to the IMD measurement more generally: correlation between tones and LO and the timebase cleanliness (which in turn can affect correlation).

If the tones and LO have essentially independent synthesis structures (connected only via a timebase, often at 10 MHz ), the individual phase noise levels will contribute to the residual noise floor on a largely uncorrelated basis. If, however, these signals are derived from a higher frequency source, the correlation levels can increase considerably and the resultant residual IF floor can be reduced. This effect is shown in Fig. 7 for a 1 kHz tone spacing measurement over roughly a 70 GHz center frequency bandwidth. The dashed curve represents the residual $3^{\text {rd }}$ order product for independent synthesis structures. The solid curve is for the case when the tones and receiver LO are derived from another synthesizer in the 5 GHz range. The residual dynamic range improvement is on the order of 10 dB .


Fig. 7. The effective residual IMD measurement dynamic range is shown here for two synthesis structures where the only variable was the correlation between tones and LO.

Particularly at the smaller tone spacings ( $<1 \mathrm{kHz}$ ), there are many practical cases when the timebase cleanliness itself may become relevant. This effect is shown in Fig. 9 where the IMD3 residual floor is plotted for a nominal 10 MHz timebase $(-110 \mathrm{dBc} / \mathrm{Hz}$ at 10 Hz offset) and a higher specification unit $(-145 \mathrm{dBc} / \mathrm{Hz}$ at 10 Hz offset). The average improvement in
the 1 kHz spacing measurement of Fig. 8 was about 4 dB . The more uncorrelated synthesis structure was used for the measurement of Fig. 8.


Fig. 8. The effect of a higher specification 10 MHz timebase on the residual measurement floor is shown here.

## B. Receiver (IF) memory effects

If the receiver chain has any memory effects, whether those are from biasing, thermalization or variable gain reasons, the residual floor would also be affected. In this particular case, the front-end bias systems were well-isolated down to the sub100 Hz level and, once source effects were isolated, no floor distortions to the -120 dBm level were detected (and overall residual receiver IP3 exceeds 30 dBm at larger spacings [7]). If variable gain decisions at the IF are based on integrated signal level, then again no distortions were observed. If the gain decisions are based on narrowband amplitude, then a pseudo-memory effect occurs where the IF amplifiers are sent into compression as the tone spacing decreases. Using that approach increased the residual IMD floor to -80 dBm for -10 dBm tones in the limit of small spacing. Aside from one trace on Fig. 11, the measurements in this paper used the integrated power decision basis.

## IV. MEASUREMENTS

Bringing together the ALC loop bandwidth control, phase noise correlation and reference changes and dynamic IF filtering, one can look at the composite residual floors over broadband and some mm-wave ranges as well as look at the impact on DUT measurements. The residual floor is plotted in Fig. 9 for a low frequency to 70 GHz span for a variety of tone spacings ranging from 1 MHz down to 100 Hz . For the -10 dBm tones used, this translates to $25-30 \mathrm{dBm}$ residual IP3 values over the range at a 100 Hz tone spacing.


Fig. 9. The residual IMD floor for the receiver is shown here over a 70 GHz bandwidth using the leveling, phase noise and receiver optimizations discussed.

For a mm-wave configuration, there is a different leveling location so the effective isolation is somewhat higher than for the baseband 70 GHz setup but the same ALC bandwidth controls were used. The multipliers for the final tone frequencies are higher so the net phase noise levels are elevated by $6-10 \mathrm{~dB}$. The residual floor is thus a bit higher as shown in Fig. 10. The residual IP3 in this case is then $>20$ dBm at a 100 Hz offset up to 110 GHz .


Fig. 10. The residual IMD floor for the mm-wave receiver is shown here up to 110 GHz using the leveling and phase noise optimizations discussed. The leveling position is different from Fig. 9 and the multipliers are higher so the values do not overlap directly.

A common reason for looking at these small-spacing measurements is to investigate DUT memory effects that may originate from several different mechanisms. An example 75 GHz bandwidth amplifier assembly DUT had an active resonance in its bias structure at about 10 kHz . The IMD of this device was measured as part of an investigation and the system described above was used in its final state and with some of the modifications removed. These results are shown in Fig. 11. The nominal measurement (blue diamond trace) shows an expected response in the $12-14 \mathrm{kHz}$ spacing range. With some the phase noise degraded by reference and correlation change removal, the signature is still visible although the measurement floor is elevated. If the receiver
memory and dynamic ALC bandwidth changes are removed, a large step in the residual floor occurs and the DUT signature is much more difficult to detect.


Fig. 11. Measurements of the IMD of a broadband DUT (with a known memory oddity) at 60 GHz but with variable tone spacing are shown here for various states of the measurement system.

## V. CONCLUSION

Challenges to making small-tone-spacing IMD measurements are well-known and can become worse in broadband and mm-wave scenarios. Some system improvements have been discussed that can improve the residual measurement floor and allow the detection of potentially interesting memory effects in wideband devices.
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#### Abstract

This paper proposes a multi-tone signal pattern designed for accurate and easy measurements of nonlinear devices linearity factors of merit. The stimulus signal we propose ensures that DUT's third order intermodulation products won't overlap. Thus, the relative phases of source tones do not affect the amplitudes of intermodulation products. The usual metrics for linearity factors, ACPR (Adjacent Channel Power Ratio) or NPR (Noise Power Ratio), can be acquired with a greater accuracy only with amplitude measurements. This work has been carried out with a sampler-based receiver, using FFT (Fast Fourier Transform) filtering for tone separation.

Index Terms - ACPR, Linearity factor, Multi-tone, Nonlinear devices, NPR.


## I. INTRODUCTION

Multi-tone intermodulation (IM) analysis still represents a challenge for linearity assessment of microwave devices, notably when they are fed by complex modulated signals, like those involved in Orthogonal Frequency Division Multiplexing (OFDM) systems. Investigations on efficient stimulus signals for linearity tests have been made for a while [1]. In OFDM case it is interesting to separate the IM products from injected frequencies. Many attempts have been made to draw formula from multi-tone signals constituted of a number of equally spaced frequencies [2]. However the separation of the different IM products which appear at the same frequencies is only possible for well-known nonlinearities. Recently it has been proposed [3] to generate a frequency pattern which allows separating all the IM products of third order (IM3) both from the injected signals and the different IM3 products themselves.

This paper describes a measurement set up that allows to generate a signal with this tone frequency pattern and to measure accurately the different IM products both in amplitude and phase. Moreover the four channels system allows performing network measurements on wafer for microwave transistors. Then it will be possible to evaluate the impact of low frequency memory effects on the linearity of transistors and to improve their models.

## II. THE INPUT SIGNAL

Generally the input signal is constituted of $n$ equally spaced frequency tones such as the $\mathrm{k}^{\text {th }}$ frequency is given by:

$$
\begin{equation*}
f_{k}=f_{1}+(k-1) \Delta f \quad 1 \leq k \leq n \tag{1}
\end{equation*}
$$

We make use of random phases; $f_{1}$ is the first microwave frequency; and $\Delta f$ can be adjusted depending of the number $n$ of frequencies and the bandwidth. Intermodulation products can be measured directly if their frequencies are different from carrier frequencies, e.g. in a notch for NPR or outside the signal bandwidth for ACPR. They can also be computed from correlation of input and output signals. In both cases, a large number of random throws of carrier phases must be performed to achieve correct values of the intermodulation ratio after averaging the results of the different throws because the standard deviation on each measurement is quite high.

We propose a set of frequencies chosen such as the $\mathrm{k}^{\text {th }}$ frequency is given by:

$$
\begin{equation*}
f_{k}=f_{1}+(k-1) \Delta f+\varepsilon_{k} \quad 1 \leq k \leq n \tag{2}
\end{equation*}
$$

The frequency shift $\varepsilon_{k}$ is small, so that all the IM3 products appear at frequencies that are different from each other and also different from carrier frequencies. The separation frequency $\Delta f$ as well as the frequency shifts $\varepsilon_{k}=n_{k} \varepsilon$ are integer multiples of a base frequency $\varepsilon$. This $\varepsilon$ frequency is the Fourier transform grid tone spacing of the measurement system, so that an exact Fourier Transform without any windowing (i.e. no amplitude error) can be performed on the signal to be measured. Moreover those frequency shifts are chosen as small as possible to keep some compatibility with classical signal and to keep the size of the Fourier Transform reasonable. An example of a three-tone signal is given in table I, we show the RF frequency column, together with the relevant IM3 products; our list of $n_{k}$ for this example is $\{0,9$ and 27$\}$. We get 9 IM3 frequencies for such a three-tone signal. We propose different measurement columns, depending on the source power setting. The more we increase the source power, the more the RF amplifier is nonlinear and produces intermodulation products.

TABLE I
FREQUENCY TABLE FOR 3 STIMULUS FREQUENCIES, $\varepsilon=976.6625 \mathrm{~Hz}$, FFT SIZE $=131072$

| Carrier type | RF frequency | Meas 1, <br> -10 dBm | Meas 2, <br> +6 dBm | Meas 3, <br> +13 dBm | Meas 4, <br> +16 dBm | Meas 5, <br> +16 dBm, <br> pre- <br> distortion |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| $f_{1}$ | 2002500000.000 | -25.2 | -9.25 | -2.33 | +0.64 | +0.64 |
| $f_{2}$ | 2002776367.188 | -25.4 | -9.28 | -2.36 | +0.61 | +0.61 |
| $f_{3}$ | 2003237304.688 | -25.5 | -9.33 | -2.40 | +0.56 | +0.56 |
| $2 f_{i}-f_{j}$ | 2002223632.813 | -84.3 | -79.2 | -63.4 | -54.9 | -74.4 |
| $2 f_{i}-f_{j}$ | 2001762695.313 | -82.5 | -79.5 | -63.2 | -54.8 | -74.9 |
| $2 f_{i}-f_{j}$ | 2003052734.375 | -83.7 | -81.8 | -64.4 | -56.2 | -70.9 |
| $2 f_{i}-f_{j}$ | 2002315429.688 | -85.5 | -79.6 | -62.6 | -54.7 | -71.9 |
| $2 f_{i}-f_{j}$ | 2003974609.375 | -84.2 | -81.8 | -64.5 | -56.1 | -68.8 |
| $2 f_{i}-f_{j}$ | 2003698242.188 | -81.5 | -79.1 | -64.7 | -56.3 | -70.0 |
| $f_{i}+f_{j}-f_{k}$ | 2002039062.500 | -86.0 | -82.3 | -57.1 | -49.1 | -66.9 |
| $f_{i}+f_{j}-f_{k}$ | 2002960937.500 | -84.3 | -82.1 | -58.2 | -49.9 | -65.7 |
| $f_{i}+f_{j}-f_{k}$ | 2003513671.875 | -81.9 | -81.4 | -58.7 | -50.3 | -64.0 |
| Fig of merit |  | +63.4 | +68.2 | +58.5 | +53.2 | +68.9 |

If we move to an 8 -stimulus tone signal, we end up with 224 RF frequencies; this is still compatible with our hardware. It has been shown by [3] that with 8 stimulus tones, the signal statistics in terms of spectral density and peak to average are almost perfect (like a continuous spectrum signal). Another result from our experiments: the figure of merit we get is not sensitive to the phase of the stimulus frequencies. There is a good reason for that: there is no addition of tones anywhere. The figure of merit is derived from the ratio of IM3 power over the stimulus frequencies power.

## III. The test set-up

The test set-up consists in a AWG (Arbitrary Wave Generator) RF source with IQ modulation capabilities, a sampler-based NVNA (we are proposing here VTD/Agilent SWAP results. We have checked we achieve the same results with HP/Maury LSNA). We are using the pretty flat IF bandwidth of the SWAP ( 10 MHz IF bandwidth) and its oneshot acquisition capability to get, thanks to an inverse fast Fourier transform, all the frequencies of interest amplitudes and relative phases information from a single large ADC record.

This approach is suitable for 50 Ohm matched devices or real transistors with an impedance tuning system in a network approach.

For the purpose of this summary, our nonlinear DUT is the power amplifier of the AWG source, when we increase the output power, we get more and more power at IM3 products (see table 1, meas. 1 to 4 columns). Obviously, next step consists in measuring an external amplifier. With the network
capability of the system, we can measure simultaneously the input and output of the DUT. We can compensate for the AWG nonlinearities with a pre-distortion algorithm (see below).

For meas1, the amplifier is driven to provide -10 dBm , the IM3 frequencies are in the floor noise of the system. Meas2 gives the best figure of merit, as we can see the stimulus frequencies have higher amplitudes but the IM3 products are still in the vicinity of the noise level. When we reach 13 dBm , the power amplifier is clearly in nonlinear mode. We get an expected result: the $\mathrm{f} 1+\mathrm{f} 2-\mathrm{f} 3$ products are 6 dB higher than $2 \mathrm{f} 1-\mathrm{f} 2$ products. At 16 dBm , the 6 dB law is not so well respected. It means we just begin to have IM5 products popping up. This is illustrated in fig. 2 that shows the measured spectrum. One can notice the 3 stimulus tones, the 9 IM3 products, 3 of them are -49 dBm and 6 of them are 6 dB below. The first IM5 products are roughly at -61 dBm .

We have to note here that some nonlinear effects can come from the receiver part of the system if we drive the receivers in the vicinity of their compression. We have checked for that to avoid such an issue. Adding a fixed wideband attenuator at the receiver input lets us know if the IM3 products popping up are coming from the DUT or the receiver system.


Fig. 1. Measurement set-up with sampler-based receiver.


Fig. 2. Measure 4, source set to +16 dBm , no pre-distortion.

## IV. Digital Pre-Distortion

As the generated multi-tone signal is fed through an amplifier, at high power levels this amplifier generates its own IM products. To minimize the input IM products it is necessary to make as perfect as possible the multi-tone generator. This is done by an optimization process where the digital I/Q data sent to the AWG are updated after measurement by the set-up. This pre-distortion is computed from measured amplitudes and calculated phases in the plane of the I/Q generator.

The last column of the table I shows the results we get when driving the amplifier at 16 dBm , with a pre-distortion signal applied at IM3 product frequencies. We have optimized the amplitudes and the phases of 9 small additive tones at the 9 IM3 frequencies, and added these tones inside the AWG.

We can notice that the figure of merit has increased from 53.2 to 68.9 dBs . We show here that we can compensate for a
large part of the RF source power amplifier nonlinear effects. This result shows we can pre-calibrate a measurement setup to make it mostly linear, even for high power measurements.

## V. Conclusion, PERSPECTIVES

We are proposing a new way to get a linearity figure of merit. This approach gives results very consistent with ACPR or NPR measurements. It gives results consistent with EVM measurements of modulated signals too. Our approach is a very good compromise between 2 -tone IM3, that is too sensitive to the tone spacing, and real signals that are very complex and require complex stimulus, acquisition and demodulation procedures to get a figure of merit. Our approach is easier to generate and easier to measure than a real modulated signal, it is less sensitive to relative phases of stimulus signal. With a careful choice of $n_{k} \varepsilon$ values, and 8 stimulus frequencies, it is possible to get a very good coverage of all the low frequency memory effects.

In order to improve our measurement quality, we will need to apply an IF (Intermediate Frequency) calibration.

We think this work paves the way for a better and more general definition of linearity factor for RF active devices.
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#### Abstract

A new design for a microstrip launch is proposed to improve the measurement repeatability at sub- THz frequencies. Performance improvement is achieved by adjusting the ground vias' position to the rear of the launch by which it becomes less sensitive to probe-tip placement compared to conventional launches using microstrip or co-planer waveguides. The investigation was done using HFSS, 3-D finite-elementmethod based electromagnetic simulation software, with tight convergence criteria to meet the required tolerances. The proposed design can be applied to other RF interfaces that required high repeatability such as pads for wire-bonds and footprints for surface-mount components, without increasing cost or compromising RF performance.


Index Terms - coplanar-waveguide, HFSS, launch, microstrip, probe, sub-THz, via.

## I. Introduction

Coplanar-Waveguides (CPW) have been used for transmission-lines at probe interfaces in integrated circuits and calibration standards ever since wafer probing was introduced [1]. CPW provides a convenient launch structure that well matches the coplanar like ground-signal-ground probe-tip. Over the past few decades, wafer probing technology has advanced to meet the increasing demand for higher frequencies, and in many cases CPW is still used. However, using CPW may compromise measurements at high frequencies [2], if the wavelengths become comparable to the gaps between the signal trace and the two grounds. This is due to CPW's radiation and the substrate's slab waveguide modes as reported in [3-4]. Such non-transverse-electromagnetic (non-TEM) modes are difficult to predict due to their dependence on the surrounding structures which can act as scattering sites.

To avoid these unpredictable non-TEM modes, microstrips have become the preferred transmission-line at the launch [56]. Vias are generally needed in microstrip launches in order to connect the lower ground to the top pads exposed for the probe-tip, although there are ways to avoid them in narrowband applications [7]. If the vias are at the center of the pads they provide an unintended but important benefit, making the electrical characteristics of the launch less sensitive to probetip placement which can be roughly $\pm 3$ to $\pm 6 \mu \mathrm{~m}$ depending on the operator's skill and the probe-station's mechanical stability. This is because the vias provide fixed electrical paths to the ground, hence are more immune to probe-tip placement. Such desensitization is beneficial because it helps the launch (which is part of the error-network that needs to be calibrated) to be consistent during calibration and post-calibration
measurements. However, further desensitization is desired at sub- THz frequencies and beyond, due to their extremely short wavelength; for example at 500 GHz , the quarter-wavelength is about $50 \mu \mathrm{~m}$ when using an alumina substrate.

A new design is proposed in order to further desensitize the electrical characteristics of the launch to probe-tip placement at sub-THz frequencies. This is achieved by adjusting the vias’ positions as shown in Section II. The results of adjusting the vias are discussed in Section III and further potential application of the proposed design are presented in Section IV. All investigations were done using HFSS [8], 3-D finite-element-method based electromagnetic simulation software, which can provide valid results for such simple structures as long as the convergence criteria are set appropriately to meet the required tolerances.

## II. Via Adjusted Microstrip Launch

A microstrip launch is shown in Fig. 1 along with its transparent view which shows the vias connecting the backside grounds to the top pads. The pad size is $50 \mu \mathrm{~m}$ by 30 $\mu \mathrm{m}$, which are considered the minimum to allow the probe-tip to safely land and skate the minimum distance needed to ensure repeatable electrical contact. The 3 grey structures at the top pads represent the ground-signal-ground structure of the probe-tip. The microstrip region is $300 \mu \mathrm{~m}$ long which is enough for the injected signal at the probe-tip to settle into the microstrip's TEM mode. This microstrip was designed with a $44 \mu \mathrm{~m}$ wide trace on a $20 \mu \mathrm{~m}$ thick substrate that has a dielectric constant of 3.5 . This will make the characteristic impedance $50 \Omega$ with the phase-delay characteristics shown in Fig. 2, where $1 \mu \mathrm{~m}$ in length accounts for 1 degree of phasedelay at 500 GHz . This provides convenient conversion which will be used in the next section.

Fig. 3 shows the cross-sectional views along the dashed lines labeled as A and B in Fig. 1(a). The variables $v$ and $x$ represent the amount of the vias' adjustment and the probetip's displacement, respectively. The green dashed-lines represent their nominal center positions ( $v=0, x=0$ ), while the blue solid-lines and the red dotted-lines represent their maximum considered variations. The vias’ adjustment was taken to range from -15 to $15 \mu \mathrm{~m}$. Although placing the vias at the pads' edges may violate layout design rules, it was simulated to such extremes to observe the effects. The probetip's displacements were taken to range from -6 to $6 \mu \mathrm{~m}$ as mentioned in the previous section.


Fig. 1. Microstrip launch for wafer probes; (a) solid view; (b) transparent view.


Fig. 2. Phase-delay of a $400 \mu \mathrm{~m}+\Delta \mathrm{L}$ long microstrip transmission-line shown in Fig. 1.

In order to minimize simulation time only one side of the symmetric structure is simulated in HFSS, as shown in Fig. 4. The surface that was the plane of symmetry is assigned with perfect-H symmetry boundary condition, and other surfaces


Fig. 3. Cross-section of microstrip launch with maximum considered adjustments of the vias, V and the probe-tip's displacement, x ; most rear (solid blue-line), center (dashed greenlines), most front (dotted red-lines); the upper and lower figures are the those along the lines labeled as A and B in Fig. 1(a), respectively.


Fig. 4. Simulation setup of the microstrip launch using perfect-H symmetry boundary condition.
are assigned with radiation boundary conditions. Port-1 and Port-2 are $50 \Omega$ referenced lump-port and wave-port, respectively. Any mode-mismatches of the lump-port assigned
at Port-1 can be considered as the non-ideal transition to the probe's tip from the short transmission-line section inside the probe.

In this HFSS model, the vias and probe-tip are moved from their center position using the variables $v$ and $x$ that are implemented consistently with Fig. 3. Since the simulation results need to correctly distinguish the effects of the small changes in these variables, tight convergence criteria is forced by requiring at least 2 consecutive passes that meet the S parameter tolerance spec of 0.001 . Using Intel's 3.6 GHz Xeon® processor with 34 GB RAM, it took about 30 minutes of simulation time for initial convergences at 500 GHz .

## III. Simulation Results

The effects of adjusting the vias at 500 GHz are shown in Fig. 5. The X -axis is the probe-tip's displacement and the Y axis is the resulting variation of the phase-delay, -phase $\left(\mathrm{S}_{21}\right)$. It shows that the phase-delay becomes less sensitive to the probe-tip's displacement when the vias are adjusted to the most rear position, $\mathrm{v}=-15 \mu \mathrm{~m}$. In this position, displacing the probe-tip by $\pm 6 \mu \mathrm{~m}$ changes the phase-delay from -0.7 to 1.5 degrees. This is equivalent to having the microstrip's length vary from -0.7 to $1.5 \mu \mathrm{~m}$, since $1 \mu \mathrm{~m}$ in length of the designed microstrip accounts for 1 degree of phase-delay as mentioned in the previous section. Note that if the launch was designed for CPW that has similar phase velocity, one will need to place the probe-tips within $\pm 2 \mu \mathrm{~m}$ to achieve such level of repeatability, which will be difficult without using an automated probe-station with embedded vision processing software.

Maximum desensitization to probe-tip placement occurred when the vias were adjusted to the most rear, because the electrical path change on the signal pad was compensated by


Fig. 5. Phase-delay variations of microstrip launch due to probetip's displacement at various via adjustments.


Fig. 6. S-parameter magnitude variations of microstrip launch at various via adjustments; $v=-6 \mu \mathrm{~m}$ (solid blue-lines), $\mathrm{v}=0 \mu \mathrm{~m}$ (dashed green-lines), $v=6 \mu \mathrm{~m}$ (dotted red-lines); multiple lines in each case are due to varying probe-tip's displacement, $x$.


Fig. 5. Time-delay variations of microstrip launch at various via adjustments, v ; multiple lines in each case are due to varying probetip's displacement, $x$.
the change on the two adjacent ground pads. For example, if the probe-tip is displaced towards the front (if x is positive) the electrical path on the signal pad decreased while those on the two adjacent ground pads increased, because the currents have to travel back to the rear where the vias are located. Such desensitization also occurred for the RF magnitude as shown in Fig. 6, which can be explained by the same reason. For $\mathrm{v}=$ $-15 \mu \mathrm{~m}$ (blue solid-lines), the multiple lines representing the probe-tip's displacement are close to each other, while those for $\mathrm{v}=0$ (green dashed-lines) and $\mathrm{v}=15 \mu \mathrm{~m}$ (red dotted-lines), are further apart. Note that one would normally redesign the launch for optimum RF performance for each via location. However, the redesign is not done here in order to observe the effects of their adjustments, which resulted in slightly degraded RF performance for $\mathrm{V}=15 \mu \mathrm{~m}$.
In order to verify that the investigated via adjusted launches are suitable for broadband applications, dispersion characteristics were investigated, as shown in Fig. 7. The coding of the lines' color and type represents the via adjustments in the same way as in Fig. 5 and 6, while the multiple lines in each case represent the probe-tip's displacement. The Y-axis is the time-delay of the launch including the $300 \mu \mathrm{~m}$ long microstrip. This is calculated using (1) where, $t_{\text {delay }}, \phi$, and $f$ are the time-delay, phase $\left(\mathrm{S}_{21}\right)$, and frequency, respectively, with the units defined in their subscripts.

$$
\begin{equation*}
t_{\mathrm{delay}, \mathrm{ps}}=-\frac{1}{0.36} \cdot \frac{\phi_{\mathrm{deg}}}{f_{\mathrm{GHz}}} \tag{1}
\end{equation*}
$$

The results did not show much difference except for $\mathrm{v}=-15$ $\mu \mathrm{m}$ where the time-delay varied slightly less over frequency (hence, less dispersive) and also less over probe-tip's displacement. This makes it even more desirable to adjust the vias to the rear of the launch.

## IV. Further Potential Applications

Further desensitization of the probe-tip placement is expected by adjusting the vias' position more to the rear with lengthened ground pads. This can be done in applications where high measurement repeatability is required such as in calibration standards or test structures for characterizing deembedded transistors. Adjusting the vias to the rear can also be applied to general RF interfaces such as pads for wirebonds and footprints for surface-mount components. It is expected have a wide range of potential application because it provides higher repeatability and does not compromise RF performance nor add production cost.
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#### Abstract

This article presents a method for determining complex residual errors of calibrated two-port vector network analyzers. It utilizes the time-domain technique. Calibration residual errors are extracted from a distance-frequency system model using a special estimation algorithm based on the quasioptimal unscented Kalman filter. Because the method requires only three measurement conditions, it is in particular beneficial for on-wafer applications, as three test conditions can be obtained from using only one transmission line. Moreover, the length of the line can be relatively short. Experimental studies were performed and verified the proposed method.


Index Terms - S-parameters, vector network analyzer (VNA), verification, residual errors, on-wafer measurements, unscented Kalman filter (UKF).

## I. Introduction

The estimation of the vector network analyzer (VNA) calibration residual errors is a crucial step in establishing $S$ parameter measurement assurance. An analysis of different methods was made and the new method of measuring complex calibration residual errors was introduced in [1]. The method required six measurement conditions obtained from reference standards (such as a transmission line and two offset reflection elements) with fully-known electrical characteristics. It was verified for coaxial and wafer-level applications. To increase the estimation accuracy at the wafer-level, the reflection verification elements should be realized as long lines terminated with a short at one end. As a consequence, the verification chip takes undesirably large space of the wafer real estate making the implementation of the proposed method less practical.

This work introduces an adaptive algorithm that allows using reference reflection elements with only partly-known reflection coefficients. As a result, estimation of the calibration residual errors of a wafer-level measurement system can be completed using only one verification element, such as a long transmission line with known characteristic impedance $Z_{0}$ and propagation constant $\gamma$. The measurement sequence can be completed as follows. First, the RF probe connected to the VNA port 1 contacts the verification line, and
the reflection coefficient of the line opened at its second end is measured (this condition is often called an "open stub"). Next, the RF probe connected to the second VNA port contacts the verification line at its second end and four S-parameters of the line are measured. Last, the first RF probe is elevated in the air and the reflection coefficient of the line is measured using the second RF probe. An accurate model of the open stub measurement condition is not required.

## II. System Error Model and Observed Signals

The calibrated $S$-parameter measurement system can be described as shown in Fig. 1, where $D_{i}, T_{i}, M_{i}$ and $R_{i}$ are calibration residual errors at port $i$ of the VNA $(i=1,2)$.


Fig. 1. The model of a two-port calibrated measurement system.
We describe the calibration residual error model of the VNA in the time domain as a set of ten networks, so-called "reflectors". Each reflector has known distance (time delay) and unknown frequency characteristics. For example, Fig. 2 shows the set of samples for $A$ (reference values $A_{1}, A_{2}, A_{3}$ ) and $B$ (reference values $B_{1}, B_{2}, B_{3}$ ) reflectors in the distancefrequency plane.

In Fig. $2, f_{1}$ is the start frequency, while $f_{2}$ and $f_{3}$ are other reference frequencies, $\Delta f$ is the frequency step between samples, $l_{A}$ is the distance of $A$ from the reference plane of VNA, $l_{B}$ is the distance of $B$, and $\Delta l$ is the distance step between reflectors depending on the length of the on-wafer transmission line. Cubic splines are used to interpolate the frequency characteristics of the reflectors and to calculate $A_{k}$ and $B_{k}$.


Fig. 2. Distance-frequency model of the measurement system.
The first (reflection) measurement condition gives:

$$
\begin{equation*}
\Gamma_{1} \approx D_{1}+T_{1} R_{1} \cdot\left(L^{2} \cdot G\right)+M_{1} \cdot T_{1} R_{1} \cdot\left(L^{2} \cdot G\right)^{2} \tag{1}
\end{equation*}
$$

where $L$ - the transmission coefficient of the line; $G$ - the reflection coefficient at the second (opened) end of the line. $L$ and $G$ can be written as: $L=L_{\mathrm{C}} \cdot \Delta L$ and $G=G_{\mathrm{C}} \cdot \Delta G$, where $L_{\mathrm{C}}$ and $G_{\mathrm{C}}$ are calculated (approximated) parameters, $\Delta L$ and $\Delta G$ are approximation uncertainties. Thus, (1) includes three unknown reflectors $D_{1}, T_{1} R_{1} \cdot\left(\Delta L^{2} \cdot \Delta G\right)$ and $M_{1} \cdot T_{1} R_{1} \cdot\left(\Delta L^{2} \cdot \Delta G\right)^{2}$ separated from each other in the time domain.

The second measurement condition gives:

$$
\begin{gather*}
S_{11} \approx D_{1}+M_{2} \cdot T_{1} R_{1} \cdot L^{2}  \tag{2}\\
S_{21} \approx T_{1} R_{2} \cdot L . \tag{3}
\end{gather*}
$$

where $S_{11}$ and $S_{21}$ are the measured reflection and transmission coefficients of the verification line, respectively. Thus, (2) and (3) include two new unknown reflectors $M_{2} \cdot T_{1} R_{1} \cdot \Delta L^{2}$ and $T_{1} R_{2} \cdot \Delta L$.

The equations for the second residual error box are obtained in a similar way from the reverse direction of the second measurement condition and the third measurement condition.

## III. Algorithm

The algorithm for estimating the frequency characteristics of reflectors was developed using the Markov theory of nonlinear filtering. The algorithm is based on the unscented transformation, and is also known as Unscented Kalman Filter (UKF) [1, 2]. Thus, ten reflectors are calculated using this special time-domain filtering technique:

$$
\begin{gathered}
x_{1}=D_{1} ; x_{2}=T_{1} R_{1} \cdot\left(\Delta L^{2} \cdot \Delta G\right) ; x_{3}=M_{1} \cdot T_{1} R_{1} \cdot\left(\Delta L^{2} \cdot \Delta G\right)^{2} ; \\
x_{4}=M_{2} \cdot T_{1} R_{1} \cdot \Delta L^{2} ; x_{5}=T_{1} R_{2} \cdot \Delta L ; \\
x_{6}=D_{2} ; x_{7}=T_{2} R_{2} \cdot\left(\Delta L^{2} \cdot \Delta G\right) ; x_{8}=M_{2} \cdot T_{2} R_{2} \cdot\left(\Delta L^{2} \cdot \Delta G\right)^{2} ; \\
x_{9}=M_{1} \cdot T_{2} R_{2} \cdot \Delta L^{2} ; x_{10}=T_{2} R_{1} \cdot \Delta L
\end{gathered}
$$

Estimates $x_{1}$ and $x_{6}$ give the effective directivity of the VNA ports. Estimates $x_{5}$ and $x_{10}$ define the transmission tracking with the accuracy factor $\Delta L$. Combining estimates, one can find:

$$
\begin{equation*}
\Delta L \cdot \Delta G=\sqrt{\frac{x_{2} \cdot x_{7}}{x_{5} \cdot x_{10}}} \tag{4}
\end{equation*}
$$

Assuming that both $\Delta L$ and $\Delta G$ are close to 1 , the rootsquare problem of (4) can be solved. Combining $x_{2}, x_{7}$ and (4):

$$
\begin{align*}
& T_{1} R_{1} \cdot \Delta L=x_{2} /(\Delta L \cdot \Delta G)  \tag{5}\\
& T_{2} R_{2} \cdot \Delta L=x_{7} /(\Delta L \cdot \Delta G) \tag{6}
\end{align*}
$$

Therefore, all four residual tracking parameters are found up to the factor $\Delta L$. Next, $M_{1}$ and $M_{2}$ can be found from $x_{4}, x_{9}$ :

$$
\begin{align*}
& M_{2} \approx M_{2} \cdot \Delta L=\frac{x_{4}}{x_{2}} \cdot(\Delta L \cdot \Delta G),  \tag{7}\\
& M_{1} \approx M_{1} \cdot \Delta L=\frac{x_{9}}{x_{7}} \cdot(\Delta L \cdot \Delta G) . \tag{8}
\end{align*}
$$

## IV. Experimental Results and Discussion

The goal of the experiments was to verify the proposed method when a verification line has relatively short length, and to evaluate the approximation uncertainties $\Delta L, \Delta G$. We used the GaAs Reference Material RM8130 and the multiline TRL method from NIST for calibration of the experimental setup [3, 4]. RM8130 includes five lines in a coplanar waveguide design from which we selected the 19.7 mm (L19) and 6.562 mm (L6) long lines as verification elements. All line lengths are indicated as additional lengths relative to 0.5 mm long thru standard.


Fig. 3. The measured reflection coefficients of the verification lines open stub conditions corrected by the first calibration series.

All the systematic errors of the measurement setup were calculated from the same set of measured data. Three calibration conditions were investigated: first series - using all available lines, second series - using all available lines except line L6, and third series - using all available lines except line L19. The first (complete) calibration series provided the reference data, as this calibration is expected to be the most accurate. Measurement frequencies covered the band from 100 MHz to 70 GHz with 286 frequency steps. Figures 3-6 show the verification measurements using L6 and L19 as verification lines in the frequency and in the time domain,
respectively. Residual errors and their products can be well identified in the time domain diagrams (Fig. 5, 6).


Fig. 4. The measured reflection coefficients of L19 (left) and L6 (right), first calibration series.


Fig. 5. Reflection time domain diagrams of the open stub conditions for the two verification lines L19 and L6.


Fig. 6. Reflection time domain diagram of $S_{11}$ and $S_{22}$ of the verification lines L19 (left) and L6 (right).

Next, the calibration residual error terms of the test system were calculated. The minimal frequency step $\Delta f$ for calculated reference points depends on the length of the verification line and is $\Delta f_{\mathrm{L} 19}=2.8 \mathrm{GHz}$ for L 19 and $\Delta f_{\mathrm{L} 6}=8.4 \mathrm{GHz}$ for L6. The use of a short reference line is an obvious practical advantage, however, it may reduce the estimation accuracy, as $\Delta f_{\mathrm{L} 19}<\Delta f_{\mathrm{L} 6}$. In Fig. 7 we compare residual errors of the first (reference) calibration series when using L19 as verification line with $\Delta f=2.8 \mathrm{GHz}$ and $\Delta f=8.4 \mathrm{GHz}$ frequency steps. The comparison demonstrates that the choice of $\Delta f=8.4 \mathrm{GHz}$ introduces only negligible calculation errors, except for the residual directivity $D_{1}$ at frequencies around $f=51 \mathrm{GHz}$ (Fig. 7). The cause of the
observed anomalous drop in $D_{1}$ is probably specific to our measurement setup.

In the following, further comparisons of L6 and L19 verification results are performed using the same frequency step $\Delta f=8.4 \mathrm{GHz}$. This may slightly overestimate the residual directivity $D_{1}$ in the frequency range from 45 GHz to 55 GHz .


Fig. 7. The magnitude and the phase of the residual error $D_{1}$ of the first calibration series estimated using L19 as verification line with $\Delta f=8.4 \mathrm{GHz}$ (solid lines) and $\Delta f=2.8 \mathrm{GHz}$ (dotted lines).


Fig. 8. The magnitude of the residual directivity $D_{1}$ using the verification lines L19 (left) and L6 (right) for the three calibration series. Calibration accuracy degrades when fewer lines are involved in the calibration process.

We calculated residual errors of the three calibration series from verification measurement data of both lines L6 and L19. Fig. 8 shows the forward residual directivity $D_{1}$, while Fig. 9 shows residual reflection and transmission tracking $T_{1} R_{1}$ and $T_{1} R_{2}$, respectively. Other parameters demonstrated a similar relationship. As expected, the accuracy of the calibration degrades when fewer lines are included in the calibration step. The longest line L19 influences the calibration process the most.

We observed a slight variation of the obtained residual errors for the reference calibration series when L6 and L19 were used for the verification measurement (Fig. 9). The method assumes that the propagation constant of both lines is identical. However, as it was discussed in [5], possible coupling of the verification line with nearby structures through the substrate as well as its interference with the probe tip may lead to the propagation of higher-order modes and thereby to a slight distortion of the propagation constant.


Fig. 9. Comparison of the magnitude and the phase of the residual reflection tracking $T_{1} R_{1}$ (top) and the residual transmission tracking $T_{1} R_{2}$ (bottom) for several verification and calibration cases: 1) L19, first series (solid thick lines); 2) L19, third series (solid thin lines); 3) L6, first series (dotted thick lines); and 4) L6, second series (dotted thin lines).

We also verified our initial assumption about $\Delta L$ and $\Delta G$ made when solving (4). The magnitude and the phase of the product $\Delta L \Delta G$ are given in Fig. 10. It is important to note that this product is originally unknown, similarly to the reflection coefficient of the reflect standard used for TRL calibrations.


Fig. 10. Magnitude (left) and phase (right) of $\Delta L \Delta G$ as calculated by (4) for L6 and L19 as verification lines (all calibration series).

Often, the calibration reference impedance $Z_{\text {REF }}$ and the characteristic impedance $Z_{0}$ of the verification line are different. In this case, the calculated calibration residual errors can be easily transformed into the system of the desired reference, in a manner similar to that proposed in [6]. We used the characteristic impedance $Z_{0}$ of L6 and L19 extracted from previous experiments (Fig. 11, right) and transformed the results to $Z_{\mathrm{REF}}=50 \Omega$. Fig. 11, left shows $D_{1}$ obtained from the first measurement series, with L19 as the verification line,
before and after impedance transformation. Above 12 GHz , the influence of the impedance transformation on $D_{1}$ seems negligible.


Fig. 11. Comparison of magnitude and phase of the residual directivity $D_{1}$ (left) before (solid lines) and after (dotted lines) impedance transformation (first calibration series, L19).

## V. CONCLUSION

In this paper we presented an algorithm for estimation of complex residual errors of a calibrated two-port VNA requiring only one transmission line. The algorithm significantly reduces both the measurement time and the cost of the verification procedure. Experimental results demonstrated suitability of the new method for wafer-level applications.
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#### Abstract

In this paper, the theory of the recently introduced line, offset-open, offset-short ( LZZ ) calibration technique is extended to develop a calibration procedure comparable to the LRRM calibration technique, the line, open, short, unknown load (LZZM). The LZZM uses as standards a known transmission line, two pairs of unknown reflecting loads and a load of unknown impedance (match) connected at one of the two ports of the vector network analyzer. Already-existing LRRM calibration procedures assume that the real part of the impedance of the load used as match standard is frequency-independent and known prior to the calibration. The LZZM compares favorably with previously reported LRRM procedures in the sense that it allows using loads of unknown and frequency-dependent impedance (real and imaginary parts) as match standard. In order to avoid redundancies in the LZZM calibration process, the impedance of the load used as the match standard has to be different from the characteristic impedance of the transmission line.


Index Terms - Vector Network Analyzer, LZZ calibration, LRRM calibration, ABCD-parameters.

## I. INTRODUCTION

Accurate S-parameter measurements of linear devices at microwave frequencies are performed using a calibrated vector network analyzer (VNA). A number of VNA calibration techniques have been proposed in the literature. Among them, the line-reflect-reflect-match (LRRM) calibration technique [1]-[3] is acknowledged as one of the most accurate VNA calibration techniques. Previously reported LRRM procedures [1]-[3] use as standards a transmission line, two pairs of highly reflecting loads and a load of partially known impedance $Z m a$. The LRRM procedures reported in [1]-[3] determine the imaginary part of Zma during the calibration process provided that its real part, assumed as frequency-independent, is known prior to the calibration. Nevertheless, when the real part of $Z m a$ is dispersive, assuming it as frequency-independent introduces errors in the calibration.

The line, offset-open, offset-short (LZZ) calibration technique [4] allows calibrating the VNA using a known transmission line of arbitrary characteristic impedance and two offset reflecting loads of unknown impedance. In the LZZ calibration procedure, algorithmic issues arise when solving for some of the calibration terms in which choosing the correct root from a quadratic equation is involved, namely $\overline{A_{X}} / \overline{C_{X}}, \overline{B_{X}}$ and $\overline{C_{X}}$.


Fig. 1. LRRM calibration elements: a) one transmission line, b) two pairs of highly reflecting loads and c) one match standard.

In this paper the theory of the LZZ calibration technique is extended to develop a calibration procedure comparable to the LRRM calibration technique: the line, open, short, unknown load (LZZM). The LZZM uses as standards a known transmission line, two pairs of unknown reflecting loads and a load of unknown impedance (match), which may be dispersive. The impedance of the load used as the match standard has to be different from the characteristic impedance of the line; otherwise the information provided by the load is redundant.

The use of a load in the LZZM allows developing a more reliable procedure for determining the terms $\overline{A_{X}} / \overline{C_{X}}, \overline{B_{X}}$ and $\overline{C_{X}}$. The sign ambiguity in the calculation of $\overline{C_{X}}$ (eq. (45) of [4]) is eliminated in the LZZM. Furthermore, unlike the LZZ calibration, in which a heuristic criterion was used for choosing $\overline{A_{X}} / \overline{C_{X}}$ and $\overline{B_{X}}$ from a quadratic equation (eq. (44) of [4]), the LZZM uses the measurement of the load to derive an analytical criterion to solve this issue.

This paper is organized as follows. Section II gives a comprehensive analytical derivation of the LZZM calibration procedure. In section III, experimental results verifying the usefulness of the LZZM are presented. The conclusions are presented in section IV.

## II. LZZM Calibration Procedure

The LZZM uses the 8-term error model and the ABCDparameters to represent the VNA and the calibration standards. When using the 8 -term error model, a two-port VNA measures the following product of matrices

$$
\begin{equation*}
\mathbf{M}_{\mathrm{D}}=\mathbf{T}_{\mathbf{A}} \mathbf{T}_{\mathrm{D}} \mathbf{T}_{\mathrm{B}} \tag{1}
\end{equation*}
$$

where $\mathbf{T}_{\mathbf{A}}$ and $\mathbf{T}_{\mathbf{B}}$ are matrices modeling the errors in ports one and two of the VNA. $\mathbf{M}_{\mathbf{D}}$ and $\mathbf{T}_{\mathbf{D}}$ are matrices representing the measured and the actual behavior of a DUT, respectively.

## A. The use of the Transmission Line

The equivalent ABCD parameters matrix of the structure shown in Fig. 1a may be expressed as

$$
\mathbf{M}_{\mathbf{L}}=\mathbf{T}_{\mathbf{A}} \mathbf{T}_{\mathbf{L}} \mathbf{T}_{\mathbf{B}}=\left[\begin{array}{ll}
p_{11} & p_{12}  \tag{2}\\
p_{21} & p_{22}
\end{array}\right]
$$

According to [5], the ABCD parameters matrix representation of a transmission line of length $l_{L}$, characteristic impedance $Z L$, and propagation constant $\gamma$, may be expressed as

$$
\begin{equation*}
\mathbf{T}_{\mathbf{L}}=\mathbf{T}_{\mathbf{Z}} \mathbf{T}_{\lambda} \mathbf{T}_{\mathbf{Z}}^{-1} \tag{3}
\end{equation*}
$$

where $\mathbf{T}_{\mathbf{Z}}$ and $\mathbf{T}_{\lambda}$ are given by

$$
\mathbf{T}_{\mathbf{Z}}=\left[\begin{array}{cc}
Z_{L} & -1  \tag{4}\\
1 & Z_{L}^{-1}
\end{array}\right] ; \quad \mathbf{T}_{\lambda}=\left[\begin{array}{cc}
\lambda_{L} & 0 \\
0 & \lambda_{L}^{-1}
\end{array}\right]
$$

with $\lambda_{L}=e^{\gamma l_{L}}$. Thus, by substituting (3) in (2), ML becomes

$$
\begin{equation*}
\mathbf{M}_{\mathbf{L}}=\mathbf{T}_{\mathbf{X}} \mathbf{T}_{\lambda} \mathbf{T}_{\mathbf{Y}} \tag{5}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{T}_{\mathbf{X}}=\mathbf{T}_{\mathbf{A}} \mathbf{T}_{\mathbf{Z}}=\left[\begin{array}{cc}
A_{X} & B_{X} \\
C_{X} & D_{X}
\end{array}\right]=D_{X} \overline{\mathbf{T}_{\mathbf{X}}} ; \overline{\mathbf{T}_{\mathbf{X}}}=\left[\begin{array}{cc}
\overline{A_{X}} & \overline{B_{X}} \\
\overline{C_{X}} & 1
\end{array}\right],  \tag{6}\\
\mathbf{T}_{\mathbf{Y}}=\mathbf{T}_{\mathbf{Z}}^{\mathbf{- 1}} \mathbf{T}_{\mathbf{B}}=\left[\begin{array}{cc}
A_{Y} & B_{Y} \\
C_{Y} & D_{Y}
\end{array}\right]=D_{Y} \overline{\mathbf{T}_{\mathbf{Y}}} ; \overline{\mathbf{T}_{\mathbf{Y}}}=\left[\begin{array}{cc}
\overline{A_{Y}} & \overline{B_{Y}} \\
\overline{C_{Y}} & 1
\end{array}\right] . \tag{7}
\end{gather*}
$$

Then, by solving (1) for $\mathbf{T} \mathbf{D}$ and using the definitions given in (6)-(7), the following expression is obtained

$$
\begin{equation*}
\mathbf{T}_{\mathbf{D}}=\left(D_{X} D_{Y}\right)^{-1} \mathbf{T}_{\mathbf{Z}} \overline{\mathbf{T}}_{\mathbf{X}}^{-1} \mathbf{M}_{\mathbf{D}}{\overline{\mathbf{T}_{\mathbf{Y}}}}^{\mathbf{- 1}} \mathbf{T}_{\mathbf{Z}}^{-\mathbf{1}} \tag{8}
\end{equation*}
$$

Since the elements of $\mathbf{T}_{\mathbf{Z}}$ have to be known prior to the calibration, it can be noted from (8) that seven terms have to be known to determine the ABCD parameters of a DUT: the
elements of the matrix $\overline{\mathbf{T}_{\mathbf{X}}}$, the elements of the matrix $\overline{\mathbf{T}_{\mathbf{Y}}}$ and the product $D_{X} D_{Y}$. By solving (5) for $\mathbf{T}_{\mathbf{Y}}$ and using (6)-(7), the elements of $\overline{\mathbf{T}_{\mathbf{Y}}}$ along with $D_{X} D_{Y}$ may be expressed as

$$
\begin{gather*}
\overline{A_{Y}}=\frac{1}{\overline{C_{X}}} \frac{p_{11}-\overline{B_{X}} p_{21}}{-p_{12}+\overline{A_{X}} / \overline{C_{X}} p_{22}} \lambda_{L}^{-2},  \tag{9}\\
\overline{B_{Y}}=\frac{1}{\overline{C_{X}}} \frac{p_{12}-\overline{B_{X}} p_{22}}{-p_{12}+\overline{A_{X}} / \overline{C_{X}} p_{22}} \lambda_{L}^{-2},  \tag{10}\\
\overline{C_{Y}}=\frac{-p_{11}+\overline{A_{X}} / \overline{C_{X}} p_{21}}{-p_{12}+\overline{A_{X}} / \overline{C_{X}} p_{22}},  \tag{11}\\
D_{X} D_{Y}=\frac{-p_{12}+\overline{A_{X}} / \overline{C_{X}} p_{22}}{\overline{A_{X}} / \overline{C_{X}}-\overline{B_{X}}} \lambda_{L} . \tag{12}
\end{gather*}
$$

Thus, in order to accomplish the calibration, the values of $\overline{A_{X}} / \overline{C_{X}}, \overline{B_{X}}$ and $\overline{C_{X}}$ have to be determined according to the procedure presented next.

## B. The Use of the Loads

In the LZZM three loads are used as standards: an open circuit, a short circuit and a load of arbitrary impedance (match). In the following, subscripts $o p, s h, m a$ will denote, respectively, these loading conditions. As shown in Fig. 1b-c an offset load is represented by a line of impedance $Z_{L}$ terminated with a load of impedance $Z P, P=o p, s h, m a$. According to [4], the impedance at the input of ports one and two of the VNA, $Z_{m 1}^{P}$ and $Z_{m 2}^{P}$, when they are loaded with an offset load (Fig. 1a-c) may be expressed as

$$
\begin{equation*}
Z_{m 1}^{P}=\frac{Y_{L}\left(Z_{L}+Z_{P}\right) \lambda_{P}^{2} \overline{A_{X}}+\left(Z_{L}-Z_{P}\right) \overline{B_{X}}}{Y_{L}\left(Z_{L}+Z_{P}\right) \lambda_{P}^{2} \overline{C_{X}}+\left(Z_{L}-Z_{P}\right)} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
Z_{m 2}^{P}=\frac{Y_{L}\left(Z_{P}-Z_{L}\right)+\left(Z_{L}+Z_{P}\right) \lambda_{P}^{2} \overline{B_{Y}}}{Y_{L}\left(Z_{P}-Z_{L}\right) \overline{C_{Y}}+\left(Z_{L}+Z_{P}\right) \lambda_{P}^{2} \overline{A_{Y}}} \tag{14}
\end{equation*}
$$

where $\lambda_{P}=e^{\gamma l_{P}}$. From (13) and (14), by connecting an open circuit of impedance $\left|Z_{o p}\right| \gg\left|Z_{L}\right|$ at both ports of the VNA, the following expressions are obtained

$$
\begin{align*}
& \overline{C_{X}}=\frac{Z_{L}}{\lambda_{o p}^{2}} \frac{Z_{m 1}^{o p}-\overline{B_{X}}}{Z_{m 1}^{o p}-\overline{A_{X}} / \overline{C_{X}}} \\
& \overline{A_{Y}}=\frac{Y_{L}}{\lambda_{o p}^{2}} \frac{Z_{m 2}^{o p} \overline{C_{Y}}-1}{\overline{B_{Y}} / \overline{A_{Y}}-Z_{m 2}^{o p}} . \tag{16}
\end{align*}
$$

Then, by connecting a short circuit of impedance $\left|Z_{s h}\right| \ll\left|Z_{L}\right|$ at ports of the VNA, the following expressions are obtained

$$
\begin{align*}
& \overline{C_{X}}=-\frac{Z_{L}}{\lambda_{s h}^{2}} \frac{Z_{m 1}^{s h}-\overline{B_{X}}}{Z_{m 1}^{s h}-\overline{A_{X}} / \overline{C_{X}}}  \tag{17}\\
& \overline{A_{Y}}=-\frac{Y_{L}}{\lambda_{s h}^{2}} \frac{Z_{m 2}^{s h} \overline{C_{Y}}-1}{\bar{B}_{Y}} / \overline{A_{Y}}-Z_{m 2}^{s h} \tag{18}
\end{align*} .
$$

According to [4], by equating (15) with (17), provided that $\lambda_{o p}=\lambda_{s h}$, one can identify the following expression

$$
\begin{equation*}
n_{1} a_{1}+n_{2} a_{2}=W_{a}, \tag{19}
\end{equation*}
$$

where

$$
\begin{gather*}
a_{1}=Z_{A 1}  \tag{20}\\
a_{2}=-2  \tag{21}\\
n_{1}=\overline{A_{X}} / \overline{C_{X}}+\overline{B_{X}}  \tag{22}\\
n_{2}=\overline{A_{X}} / \overline{C_{X}} \cdot \overline{B_{X}}  \tag{23}\\
W_{a}=2 Z_{B 1} \tag{24}
\end{gather*}
$$

with $Z_{A i}$ and $Z_{B i}$, , defined as $Z_{A i}=Z_{m i}^{s h}+Z_{m i}^{o p}$ and $Z_{B i}=Z_{m i}^{s h} \cdot Z_{m i}^{o p}$. An expression similar to (19) is obtained by equating (16) with (18) and using (9)-(12) as

$$
\begin{equation*}
n_{1} b_{1}+n_{2} b_{2}=W_{b} \text {, } \tag{25}
\end{equation*}
$$

where

$$
\begin{gather*}
b_{1}=2 Z_{B 2} p_{11} p_{22}+2 p_{12} p_{22}-Z_{A 2}\left(p_{11} p_{22}+p_{12} p_{21}\right)  \tag{26}\\
b_{2}=-2\left(Z_{B 2} p_{12}^{2}+p_{22}^{2}-Z_{A 2} p_{21} p_{22}\right)  \tag{27}\\
W_{b}=2\left(Z_{B 2} p_{11}^{2}+p_{12}^{2}-Z_{A 2} p_{11} p_{12}\right) . \tag{28}
\end{gather*}
$$

The set of two simultaneous equations formed by (19) and (25), may be solved for the two unknowns, $n_{1}$ and $n_{2}$. Then, using the definitions given in (22)-(23), a quadratic equation whose roots are $\overline{A_{X}} / \overline{C_{X}}$ and $\overline{B_{X}}$ may be formed, with solutions given by

$$
\begin{equation*}
\overline{A_{X}} / \overline{C_{X}}, \overline{B_{X}}=\frac{1}{2}\left(n_{1} \pm \sqrt{n_{1}^{2}-4 n_{2}}\right) . \tag{29}
\end{equation*}
$$

Unlike the LZZ calibration [4], in which the heuristic criterion $\overline{A_{X}} / \overline{C_{X}}>\overline{B_{X}}$ was used for choosing $\overline{A_{X}} / \overline{C_{X}}$ and $\overline{B_{X}}$, the LZZM uses the measurement of an offset load (Fig.1c) to derive an analytical criterion. From (13) it may be observed that if the value of $Z_{m a}$ were identical to $Z_{L}$, the value of $\overline{A_{X}} / \overline{C_{X}}$ may be straightforwardly calculated as $\overline{A_{X}} / \overline{C_{X}}=Z_{m 1}^{m a}$. This condition is difficult to achieve at high
frequencies. Nevertheless, when $Z_{m a}$ is not so far from $Z_{L}$, the value of $Z_{m 1}^{m a}$ approximates the value of $\overline{A_{X}} / \overline{C_{X}}$ and the following expression may be identified

$$
\begin{equation*}
\left|\overline{A_{X}} / \overline{C_{X}}-Z_{m 1}^{m a}\right|<\left|\overline{B_{X}}-Z_{m 1}^{m a}\right| . \tag{30}
\end{equation*}
$$

Note that, as long as $\lambda_{o p}=\lambda_{s h}$, the procedure used to determine $\overline{A_{X}} / \overline{C_{X}}$ and $\overline{B_{X}}$, presented in (15)-(30), holds independently of the value of $\lambda_{P}, P=o p$, sh. Thus, the phase shift of the reflecting loads may be arbitrary; $\lambda_{P}$ may even be equal to the unity. Hence, the loads may be either offset loads or non-offset loads.

So far, the only unknown to be determined is $\overline{C_{X}}$. From (13) and by using the measurement of a load of impedance $Z_{m a} \neq Z_{L}$ (Fig.1c), an expression for calculating $\overline{C_{X}}$ may be derived as

$$
\begin{equation*}
\overline{C_{X}}=\left(\frac{Z_{m a} / Z_{L}-1}{Z_{m a} / Z_{L}+1}\right) \frac{Z_{L}}{\lambda_{m a}^{2}} \frac{Z_{m 1}^{m a}-\overline{B_{X}}}{Z_{m 1}^{m a}-\overline{A_{X}} / \overline{C_{X}}} . \tag{31}
\end{equation*}
$$

Note that for calculating $\overline{C_{X}}$ from (31), the value of the ratio $Z_{m a /} / Z_{L}$ is required. The ratio $Z_{m a} / Z_{L}$ may be calculated by equating (15) with (31) as ${ }^{1}$

$$
\begin{equation*}
\frac{Z_{m a}}{Z_{L}}=\frac{1+\xi}{1-\xi}, \tag{32}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi=\left(\frac{\lambda_{m a}}{\lambda_{o p}}\right)^{2} \frac{\left(Z_{m 1}^{o p}-\overline{B_{X}}\right)\left(Z_{m 1}^{m a}-\overline{A_{X}} / \overline{C_{X}}\right)}{\left(Z_{m 1}^{m a}-\overline{B_{X}}\right)\left(Z_{m 1}^{o p}-\overline{A_{X}} / \overline{C_{X}}\right)} . \tag{33}
\end{equation*}
$$

The calculation of $Z_{m a} / Z_{L}$ from (32)-(33) requires that the ratio $\lambda_{\text {mal }} / \lambda_{o p}$ be known, which in the case of two equally shifted loads (or non-offset loads) is reduced to unity. Since $Z_{L}$ is known prior to the calibration, from (32) the value of Zma may be calculated.

Note that when $Z_{m a}=Z_{L}$, the value of $\overline{C_{X}}$ cannot be calculated from (31). Instead, as previously mentioned, the expression $\overline{A_{X}} / \overline{C_{X}}=Z_{m 1}^{m a}$ may be derived, which provides redundant information since $\overline{A_{X}} / \overline{C_{X}}$ has been previously calculated from (29). An alternative procedure for determining $\overline{C_{X}}$ may be derived, as in the LZZ calibration [4], from the measurement of a symmetrical reflecting load connected at both ports of the VNA. By solving (13) and (14) for $Z P$ and equating the resulting expressions, one has

[^0]\[

$$
\begin{equation*}
\overline{C_{X}}= \pm \frac{Z_{L}}{\lambda_{L}} \sqrt{\frac{{\overline{B_{X}}}^{2} k_{0}^{R L}+\overline{B_{X}} k_{1}^{R L}+k_{2}^{R L}}{\left(\overline{A_{X}} / \overline{C_{X}}\right)^{2} k_{0}^{R L}+\overline{A_{X}} / \overline{C_{X}} k_{1}^{R L}+k_{2}^{R L}}} \tag{34}
\end{equation*}
$$

\]

where

$$
\begin{gather*}
k_{0}^{R L}=p_{22}-p_{21} Z_{m 2}^{R L}  \tag{35}\\
k_{1}^{R L}=p_{21} Z_{m 1}^{R L} Z_{m 2}^{R L}-p_{22} Z_{m 1}^{R L}+p_{11} Z_{m 2}^{R L}-p_{12}  \tag{36}\\
k_{2}^{R L}=p_{12} Z_{m 1}^{R L}-p_{11} Z_{m 1}^{R L} Z_{m 2}^{R L}, \tag{37}
\end{gather*}
$$

with $R L=o p$, sh. Using (34) for determining $\overline{C_{X}}$ avoids calculating the ratio $Z_{m a} / Z_{L}$ and in such a case the load of impedance $Z_{m a}$ is only used for choosing the root in (29). The advantage of calculating $\overline{C_{X}}$ using (31) instead of (34) is the elimination of the sign ambiguity due to the square root in (34).

## III. Experimental Results

In order to verify the theoretical analysis presented in previous sections, the LZZM calibration was implemented by using microstrip structures included in the substrate model CM05 from J Micro Technology. Measurements were performed by using a HP8510C VNA in the frequency range of $0.045-40 \mathrm{GHz}$.


Fig. 2. Calculated and fitted impedance of the load used as match standard: a) real part and b) imaginary part.

The accuracy of the LZZM was assessed by comparing it to the TRL procedure reported in [6] and the LRRM procedure reported in [3]. The TRL was implemented using a zero-length thru, a 0.06 cm length transmission line and symmetrical short circuit. The LRRM and the LZZM were implemented using a 0.06 cm length transmission line, symmetrical open circuit, symmetrical short circuit and a load connected at port one. Both reflecting loads and the load used as the match standard are non-offset loads, i.e. they are measured at the calibration reference plane.


Fig.3. $\mathrm{S}_{11}$ and $\mathrm{S}_{22}$ parameters of an HFET transistor $\left(\mathrm{V}_{\mathrm{DS}}=1 \mathrm{~V} ; \mathrm{V}_{\mathrm{GS}}=-1 \mathrm{~V}\right)$ corrected using the LZZM, LRRM and TRL: a) magnitude and b) phase.

The propagation constant of the transmission line used as calibration element was calculated using two transmission lines of different lengths [7]. Meanwhile, the characteristic impedance of the line was determined from its capacitance and propagation constant [8]-[9]. The impedance of the load used as match standard was determined by using the procedure presented in section II-B. The ratio $Z_{m a} / Z_{L}$ was calculated from (33); then using the known value of $Z L$, the value of $Z m a$ was determined.

The calculated real and imaginary parts of $Z_{m a}$ are shown in Fig. 2. From Fig. 2 it can be observed that at frequencies below 3 GHz the value of $Z_{m a}$ was not accurately calculated. To mitigate this problem, the load was modeled as described next. It is observed that the behavior of the real part of $Z_{m a}$
varies quadratically with the frequency, which according to [10], is not atypical of planar resistors. The real part of Zma was fitted to a quadratic function: $\operatorname{Re}\left(Z_{m a}\right)=R d c+g \omega^{2}$, with $\omega=2 \pi \mathrm{f}$ as the angular frequency. A value of $R d c=50.45 \Omega$ and a fitting factor $g=4.8 \times 10^{-23}$, predict $\operatorname{Re}\left(Z_{m a}\right)$ reasonably. The imaginary part of $Z_{m a}$ was fitted to a linear function: $\operatorname{Im}\left(Z_{m a}\right)=\omega L m a$. A value of $L m a=44 X 10^{-12}$ predict $\operatorname{Im}\left(Z_{m a}\right)$ reasonably.


Fig.4. $\mathrm{S}_{12}$ and $\mathrm{S}_{21}$ parameters of an HFET transistor $\left(\mathrm{V}_{\mathrm{DS}}=1 \mathrm{~V} ; \mathrm{V}_{\mathrm{GS}}=-1 \mathrm{~V}\right)$ corrected using the LZZM, LRRM and TRL: a) magnitude and b) phase.

A FET transistor was used as DUT. Figs. 3-4 show the magnitude and phase of the DUT S-parameters corrected using the LZZM, the TRL as well as the LRRM. High correlation is observed between the S-parameters corrected using the LZZM and the S-parameters corrected using the reference TRL. The LRRM procedure reported in [3] assumes that the real part of $Z m a$ is frequency-independent; then it determines its imaginary part during the calibration process. From Fig. 3 it can be observed that the $S_{11}$ and $S_{22}$ parameters of the DUT corrected using the LRRM slightly differs from those obtained using the TRL. From Fig. 4 it is observed that the magnitude and phase of $S_{12}$ and $S_{21}$ parameters corrected using the LZZM, LRRM and TRL show good correlation. This result indicates that the transmission parameters are less
sensitive to the dispersion of the real part of $Z_{m a}$. Greater advantages of the LZZM over the LRRM are expected when the real part of $Z_{m a}$ is highly dispersive and of value very different from $50 \Omega$.

## IV. CONCLUSION

In this paper, the LZZM calibration procedure, which is an extension of the theory of the LZZ calibration technique, was introduced. The LZZM allows using loads of unknown and frequency-dependent impedance as match standard; it was demonstrated to be useful for improving the accuracy of the calibration when highly dispersive loads are used as match standard.
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#### Abstract

We have evaluated the reflection effect at fixture interfaces in permittivity measurements using the transmission/reflection (T/R) method. In the T/R method, permittivity is derived from measured quantities without taken into account the reflections at fixture ends, thus they generate deviations of the results. From numerical calculations, we confirmed ripples due to multiple reflections are more pronounced in the frequency characteristic of the permittivity with increasing the reflection coefficient at fixture ends. We also performed permittivity measurements with the $T / R$ method using four different types of fixtures. By comparing the resulting frequency characteristics of the permittivity, and by evaluating the uncertainties due to the connecting repeatability of fixtures, we clarified fixture-type dependence of the reflection effect on results of the T/R method.


Index Terms-Permittivity measurement, Uncertainty, Transmission/Reflection method, Connecting repeatability, S-parameter, Network analyzer

## I. Introduction

The frequency bands of electromagnetic (EM) waves utilized as social infrastructure are broadening every year. A wide range of application of EM waves has become common. At the same time, the expansion of the utilization of EM waves and their broadened frequency bands have complicated electromagnetic compatibility (EMC) problems. For the development of radio-wave absorbents and electromagnetic interference (EMI) prevention components, knowing the permittivity of high-loss materials is of the utmost importance. The trasmission/reflection (T/R) method is the most common method of measuring the permittivity of high-loss materials [1].

In the $\mathrm{T} / \mathrm{R}$ method, a sample is inserted into either a coaxial line or a waveguide as shown in Fig. 1, and the permittivity is calculated from measured S-parameters at the fixture interfaces and dimensions of a sample and a fixture. According to the transmission-line theory, S-parameters at the sample interfaces are written as

$$
\begin{align*}
& S_{11}=S_{22}=\frac{\Gamma\left(1-z^{2}\right)}{1-\Gamma^{2} z^{2}},  \tag{1}\\
& S_{21}=S_{12}=\frac{z\left(1-\Gamma^{2}\right)}{1-\Gamma^{2} z^{2}}, \tag{2}
\end{align*}
$$

where $z=\exp (-\gamma L), L$ is the sample length, $\gamma$ is the propagation constant in a sample, and $\Gamma$ is the reflection coefficient at a sample incidence plane. Right-hand sides of Eqs. (1) and (2) are functions of the permittivity of a sample, so the permittivity can be calculated by solving Eqs. (1) and


Fig. 1. Schematic drawing of a fixture of the transmission/reflection method.
(2). We should note, however, that reflections at connections between a fixture and cables are not considered in deriving Eqs. (1) and (2), so the resulting permittivity can be deviated by the reflection effect which is inevitably appeared in actual measurements [2]. In this paper, we studied the effect of reflections at fixture ends on permittivity measurements with the T/R method, and also clarified its fixture-type dependence.

## II. Numerical calculations

In this section, we discuss the effect of reflections at fixture interfaces by performing numerical calculations. For simplicity, we assume S-parameters at connectors of a fixture by

$$
S^{\mathrm{Ref}}=\left(\begin{array}{cc}
p & \sqrt{1-p^{2}}  \tag{3}\\
\sqrt{1-p^{2}} & p
\end{array}\right)
$$

where $p \in \mathbb{R}$ is the reflection coefficient at connectors, and we calculate combined S-parameters of connectors, a fixture, and a sample for the frequency band ranging from 1 to 18 GHz . Next, we derive S-parameters at sample interfaces by transforming reference planes where reflections at fixture ends are not taken into account. Finally, the permittivity of a sample is calculated by iteratively solving a following equation;

$$
\begin{equation*}
S_{21} S_{12}-S_{11} S_{22}=\frac{z^{2}-\Gamma^{2}}{1-\Gamma^{2} z^{2}} \tag{4}
\end{equation*}
$$

where $S_{i j}$ are S-parameters at sample interfaces. We let the sample length $L=5 \mathrm{~mm}$, and a coaxial line fixture having the fixture length $L_{a}=40 \mathrm{~mm}$ is considered in calculations.


Fig. 2. Deviations of the relative permittivity calculated from S-parameters without considering reflections at fixture interfaces. In (a) and (b), traces for different $p\left(\epsilon_{r}^{\text {set }}=2\right.$ is fixed $)$, and those for different $\epsilon_{r}^{\text {set }}(p=-30 \mathrm{~dB}$ is fixed), are plotted against the frequency, respectively.

Figure 2 shows deviations of the relative permittivity, $d \epsilon_{r}^{\prime}=$ $\left(\epsilon_{r}^{\prime \text { cal }}-\epsilon_{r}^{\prime \text { set }}\right) / \epsilon_{r}^{\text {set }}$, where $\epsilon_{r}^{\prime \text { cal }}$ and $\epsilon_{r}^{\prime \text { set }}$ are calculated and setup values of the relative permittivity, respectively. For all calculations, the loss tangent of a sample is fixed; $\tan \delta=$ 0.01. In Fig. 2(a) and (b), traces for different $p\left(\epsilon_{r}^{\text {set }}=2\right.$ is fixed), and those for different $\epsilon_{r}^{\text {set }}$ ( $p=-30 \mathrm{~dB}$ is fixed), are plotted against the frequency, respectively.

From Fig. 2(a), we can confirm ripples in the frequency characteristic of the permittivity due to multiple reflections are more pronounced with increasing $p$, especially in the lowfrequency region. For the setups of this numerical demonstrations, a fixture whose reflection coefficient at connectors is similar to or less than -40 dB is preferable.
By increasing the relative permittivity, deviation properties become complicated as shown in Fig. 2(b), because the reflection coefficient at sample interfaces becomes large for high permittivity samples, which obscures resonance conditions of multiple reflections.

## III. Measurement system and method

In this section, we show results of permittivity measurements with the T/R method using different types of fixtures. The four fixtures used in this study are shown in Fig. 3. Fixtures named (a) PC7-long, (b) PC7-short, and (c) N-long are air-dielectric 7-mm coaxial lines (airlines). Connector types are PC-7 and type N , and for PC-7, fixtures having two different lengths are used. Fixture lengths, $L_{a}$, of PC7long, PC7-short, and N-long are about $40 \mathrm{~mm}, 7 \mathrm{~mm}$, and 50 mm , respectively. Connection structures of these fixtures are different in the contact structures of center conductors. The center conductor of the type N fixture is made of a single metal part, and its pin is fixed. The center conductors of PC7 fixtures have, by contract, double-layered structures. Their pins, which are inserted in collets of cable ends, are movable by spring structures. Therefore, compared to a fixed-type fixture, there are concerns about the repeatability of connection and the effect of reflections at connectors; further, the pin's axis of PC7-short is not stable, because the miniaturized center conductor has a problem with the machining accuracy of the double-layered structure. A typical measurement setup using a coaxial line fixture is shown in Fig. 4(a). We evaluate the effects of these differeces of fixture structures on permittivity measurements.


Fig. 3. Photos of fixtures used in this study. (a) PC-7 coaxial fixture of $L_{a} \sim 40 \mathrm{~mm}$ (PC7-long), (b) PC-7 coaxial fixture of $L_{a} \sim 7 \mathrm{~mm}$ (PC7short), (c) type N coaxial fixture of $L_{a} \sim 50 \mathrm{~mm}$ (N-long), and (d) X-band waveguide fixture of $L_{a} \sim 10 \mathrm{~mm}$ (X-band WG)

(b)


Fig. 4. Photos of measurement setups of (a) a coaxial line fixture and (b) a waveguide fixture.

We also compare coaxial airline fixtures with a X-band waveguide fixture of $L_{a} \sim 10 \mathrm{~mm}$ (named as X-band WG, see Fig. 3 (d)). The waveguide fixture and waveguide to coaxial adapters at cable ends are fixed and aligned by using clips and rods (see Fig. 4(b)).

After performing a calibration on a vector network analyzer (VNA) (the open-short-load-through (OSLT) calibration with a sliding load termination is used on coaxial line measurements, whereas the through-reflect-line (TRL) calibration is used on waveguide measurements), a toroidal-shaped PTFE sample is measured by using PC7-long, PC7-short, and N-long fixtures, and a cuboid-shaped PTFE sample is measured by using the X-band WG fixture. Both samples are machined from the same bulk, and both sample legths are about 5 mm . For each fixture, we repeatedly ( 6 times) measured S-parameters, where we remove and rotate a fixture (by about 60 degrees for coaxial line fixtures, and 180 degrees for a waveguide fixture), and re-connect a fixture to cables in each interval between two consecutive measurements.

From measured S-parameters and dimensions, we calculate


Fig. 5. 6 pairs of the relative permittivity $\epsilon_{r}^{\prime}$ traces for PTFE samples calculated from results of repeated measurements of S-parameters using (a) PC7-long, (b) PC7-short, (c) N-long, and (d) X-band WG fixtures.
the permittivity of a sample by iteratively solving Eq. (4). Note that Eq. (4) is independent of a position of a sample in a fixture.

## IV. MEASUREMENT RESULTS AND DISCCUSION

Figure 5 shows 6 pairs of the relative permittivity $\epsilon_{r}^{\prime}$ traces calculated from results of repeated measurements of S-parameters. Measured frequency bands are 1 to 18 GHz and 8 to 13 GHz for coaxial line fixtures (Fig. 5(a)-(c)) and a waveguide fixture (Fig. 5(d)), respectively. By comparing Fig. 5(a) and (b) with Fig. 5(c), we can clearly see ripples due to multiple reflections at connectors in permittivity results for PC-7 fixtures, which can be attributed to an unstable metal contact between a pin with a string structure and a collet at a cable end. Also, PC7-short fixture gives a worse connecting repeatability than other fixtures especially in the low-frequency region ( $<12 \mathrm{GHz}$ ), which can be explaind by an instability of the axis of pins of PC7-short; the connecting repeatability is not established sufficiently, and the effect of a stray capacitance of an air gap caused by a misalignment of the axis become pronounced in the low-frequency region.

Compared to three coaxial line fixtures, X-band WG fixture gives the most flat results without large repples, except a resonance of uncertain cause located near 11.6 GHz , as shown in Fig. 5(d).

We focus two types of uncertainty factors for permittivity measurements with the T/R method in this study. One is the connecting repeatability between a fixture and cables. This contribution is evaluated from the standard deviation of the 6 pairs of permittivities calculated from results of repeated measurements of S-parameters;

$$
\begin{equation*}
u_{R}\left(\epsilon_{r}^{\prime}\right)=\sqrt{\frac{\sum_{i=1}^{N}\left(\epsilon_{r, i}^{\prime}-\hat{\mu}\right)^{2}}{N-1}} \tag{5}
\end{equation*}
$$

where $N=6$ is the number of measurements, $\epsilon_{r, i}^{\prime}$ is the relative permittivity calculated from $i$-th S -parameter results,

(b)

(c)

—PC7-long

- PC7-short
- N -long
- X-band WG

Fig. 6. Calculated permittivity uncertainties of (a) the connection-repeatability contribution $u_{R}\left(\epsilon_{r}^{\prime}\right)$, (b) the uncertainty-propagation contribution $u_{P}\left(\epsilon_{r}^{\prime}\right)$, and (c) the total uncertainty $u_{T}\left(\epsilon_{r}^{\prime}\right)$ corresponding to four different fixtures.
and $\hat{\mu}=\sum_{i=1}^{N} \epsilon_{r, i}^{\prime} / N$. The permittivity uncertainty due to the connecting repeatability depends on fixtures, as is qualitatively apparent from results shown in Figure 5.

The other uncertainty factor focused in this study is the propagation of uncertainties of measured quantities, i.e. Sparameters and dimensions of a sample and a fixture. The permittivity uncertainty due to the uncertainty propagation is evaluated by using a following equation;

$$
\begin{align*}
u_{P}\left(\epsilon_{r}^{\prime}\right)^{2}= & \sum_{i, j}\left\{\left|\frac{\partial \epsilon_{r}^{\prime}}{\partial\left|S_{i j}^{\mathrm{F}}\right|}\right|^{2} u\left(\left|S_{i j}^{\mathrm{F}}\right|\right)^{2}+\left|\frac{\partial \epsilon_{r}^{\prime}}{\partial \theta_{i j}^{\mathrm{F}}}\right|^{2} u\left(\theta_{i j}^{\mathrm{F}}\right)^{2}\right\} \\
& +\left|\frac{\partial \epsilon_{r}^{\prime}}{\partial L}\right|^{2} u(L)^{2}+\left|\frac{\partial \epsilon_{r}^{\prime}}{\partial L_{a}}\right|^{2} u\left(L_{a}\right)^{2} \tag{6}
\end{align*}
$$

where $i=\{1,2\}, j=\{1,2\}, S_{i j}^{\mathrm{F}}$ is the measured S-parameter at fixture interfaces, $\theta_{i, j}^{\mathrm{F}}$ is the phase of $S_{i, j}^{\mathrm{F}}$, and $u(X)$ denotes the uncertainty of $X$. In this study, we substitute averaged values of S-parameters calculated from results of 6-repeated measurements to Eq. (6), and $u\left(\left|S_{i j}^{\mathrm{F}}\right|\right)$ and $u\left(\theta_{i j}^{\mathrm{F}}\right)$ are evaluated from the residual deviations of the pre-calibration owing to the incompleteness of calibration standards [3]-[5], and we let $u(L)=u\left(L_{a}\right)=10 \mu \mathrm{~m}$.

Reflecting the fact that uncertainties of S-parameters vary depending on calibration methods used on a VNA, the accuracy of permittivity measurements also depends on a VNA calibration method [6]; the uncertainty of the permittivity, for example, can be reduced by using the TRL calibration instead of the OSLT calibration.

Figure 6 shows permittivity uncertainties of (a) connectingrepeatability contribution $u_{R}\left(\epsilon_{r}^{\prime}\right)$, (b) uncertainty-propagation contribution $u_{P}\left(\epsilon_{r}^{\prime}\right)$, and (c) the total uncertainty calculated from $u_{T}\left(\epsilon_{r}^{\prime}\right)=\sqrt{u_{P}\left(\epsilon_{r}^{\prime}\right)^{2}+u_{R}\left(\epsilon_{r}^{\prime}\right)^{2}}$, corresponding to four different fixtures. The frequency range is limited to X band, 8 to 13 GHz .

Among three coaxial line fixtures, PC7-long and N -long provide comparable $u_{R}\left(\epsilon_{r}^{\prime}\right)$, but PC7-short shows a substantial $u_{R}\left(\epsilon_{r}^{\prime}\right)$ in the low-frequency region. In contrast, $u_{P}\left(\epsilon_{r}^{\prime}\right)$ for
three coaxial line fixtures are nearly equal, because $u_{P}\left(\epsilon_{r}^{\prime}\right)$ depends on a VNA calibration method which dominantly determines the uncertainties of S-parameters, but it is independent of a fixture type. From Fig. 6(c), we can see both PC7-long and N -long provide about the same $u_{T}\left(\epsilon_{r}^{\prime}\right)$, because $u_{P}\left(\epsilon_{r}^{\prime}\right)$ is the dominant uncertainty factor for the case of these two fixtures, but $u_{R}\left(\epsilon_{r}^{\prime}\right)$ for PC7-short is the dominant uncertainty factor in the low-frequency region ( $<12 \mathrm{GHz}$ ), thus PC7-short provides a much larger $u_{T}\left(\epsilon_{r}^{\prime}\right)$ as large as more three times of those for PC7-long and N -long for the most significant case. Therefore, we can conclude that N -long is the most desirable coaxial line fixture among three, in order to establish the connecting repeatability of a fixture, and to avoid ripples in the frequency characteristic of the permittivity due to multiple reflections. Note that deviations, or ripples, caused by reflections at fixture interfaces are partly included in $u_{R}\left(\epsilon_{r}^{\prime}\right)$, but possibly they should be considered in a more complete way in uncertainty evaluations.

Compared to coaxial line fixtures, X-band WG provides a better $u_{R}\left(\epsilon_{r}^{\prime}\right)$ except near the resonance point, which is attributed to a larger contact area at connection points of a waveguide fixture, and to a smaller reflection coefficient at connectors. Also, X-band WG shows smaller $u_{P}\left(\epsilon_{r}^{\prime}\right)$ as small as less than one-third of those for coaxial line fixtures for the most significant case. Because of differences in calibration kits between coaxial line measurements and waveguide measurements, different calibration methods are used on a VNA, which affect the uncertainties of the S-parameters and that of the permittivity. Since the TRL calibration used in waveguide measurements provides better accuaracy, $u_{P}\left(\epsilon_{r}^{\prime}\right)$ for X-band WG is quite reduced. Therefore, $u_{T}\left(\epsilon_{r}^{\prime}\right)$ for X-band WG is smallest among those for fixtures used in this study.

## V. Conclusion

For permittivity measurements obtained by using the $T / R$ method, the effect of reflections at fixture interfaces is considered by doing numerical calculations and by performing experimental measurements using four different fixtures. According to numerical calculations, reflections at fixture ends generate ripples in the frequency characteristic of the permittivity caused by multiple reflections. From comparisons of measurement results using four fixtures, we quantitatively confirmed that it is preferable to use a fixture whose reflection coefficient at connectors and connecting repeatability are sufficiently low and high, respectively. We clarified that a waveguide fixture is suitable for the T/R method, because it has a good connecting repeatability, and because the uncertainties of the S-parameters for waveguide measurements can be reduced by using the TRL calibration on a VNA. Although it is unable to disregard the fact that a coaxial line fixture has the advantage that broadband measurements can be performed by using a single pair of a coaxial line fixture and a sample, and the fact that a waveguide fixture has the disadvantage that rather large samples are needed in for measurements the low-frequency region using a waveguide fixture, it is worthwhile to consider the use of a
waveguide fixture in the high-frequency region because of the reduced uncertainty of the permittivity.
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#### Abstract

A free-space transmission-reflection measurement method for the non-destructive electrical characterization of carbon nanotube based composites was developed. Specifically, this versatile method measures the dielectric properties of the sample in the Q-band, corresponding to a frequency range of $\mathbf{3 0}$ $\mathbf{G H z}$ to 50 GHz , and can be used with specimens that are either thinner or thicker than the radiation penetration depth. This method also involves an error correction model in order to accurately reconstruct the constitutive dielectric properties of the composites from the measured scattering parameters. In order to perform the error-correction only two reference scattering parameters measurements are required: one from a metal plate of known reflection coefficient and the other from air with no specimen. The simplicity of our error-correction model makes the method attractive for research, development, and for quality control in the manufacturing environment.
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## I. Introduction

Carbon nanotubes (CNTs) composites have been incorporated in a wide range of applications, especially in the aerospace and automotive industries [1-3]. The mechanical, thermal, and electrical properties of these composites are predominantly determined by the properties of the CNTs and their dispersion in the embedding polymer matrix [2-3]. A technique to evaluate the properties of these composites is based on quantifying the free-space microwave scattering parameters.
However, free-space microwave characterization is plagued by the mismatch between the two antennas and free space, the multiple reflections between the antennas and the material under test (MUT), and the diffraction of the waves in free space. Therefore, free space systems require elaborate procedures to extract the electrical properties of the MUT. These procedures can involve the movement of the antennas,
the movement of the MUT, and the measurement of the scattering parameters from multiple references [4-5].

One of the standard calibration techniques is the Thru-Reflect-Line (TRL) calibration technique [4-5]. However, the main challenge in this calibration is the need to move the antennas disturbing the alignment/coupling between them. The Line-Network-Network (LNN) procedure is another calibration technique that does not require a reflect standard [5]. Instead, this methodology corrects the measurement using four measurements: one thru and three MUT locations separated by an equal distance $\Delta x$ [5]. However, it is difficult to implement the multiple shifting of the MUT in the quality control of high-thru-put unrolling thin film materials in a manufacturing line.

In this paper, we present a free-space Q -band experimental system for non-destructive non-contact characterization of CNT composites. For this system, we have devised a simple and accurate error correction model that mitigates the limitations of the previous calibration techniques. Only two reference scattering parameters measurements are required: one from a metal plate of known reflection coefficient and the other from air with no specimen. The use of microwaves in the Q-band, defined to be between 30 GHz and 50 GHz , is a broadband technique that is capable of providing both the real and imaginary parts of the complex dielectric permittivity constant, which can be related to the dispersion of the CNTs in the polymer matrix. The technique is relatively simple and, therefore, attractive for non-destructive quality control in the manufacturing environment.

## II. Experimental Setup

Our Q-band non-contact microwave measurement system utilizes two horn antennas connected to a vector network analyzer. The distance between the antennas was 225 mm and the beam radius at the MUT plane in the middle between the antennas was roughly 52.5 mm . A holder, with an aperture in its center larger than the beam width, was utilized and
attached to a motorized stage for precise positioning of the MUT between the antennas. All the MUTs considered in this work had lateral dimensions of $300 \mathrm{~mm} \times 300 \mathrm{~mm}$ or larger minimizing surface wave propagation and parasitic edge effects.

## III. Error Correction Model

The scattering parameters of the MUT $\left\{T_{11}, T_{21}, T_{22}, T_{12}\right\}$ are measured by the system, which is initially calibrated at the coaxial ends connected to the antennas (see Fig. 1). Therefore, the measurements are affected by propagation through antennas A1 and A2, as well as propagation in free space between the antennas and interfaces 1 and 2. In order to account for these effects and move the reference planes of the measurements from the coaxial ends to the plane of the MUT, two additional measurements are performed using references with known propagation characteristics. Specifically, these references are ( $i$ ) a metal plate, for which we denote the scattering parameters as $\left\{M_{11}, M_{21}, M_{22}, M_{12}\right\}$ and (ii) the scattering parameters from air or where no MUT is inserted between the two antennas, $\left\{L_{11}, L_{21}, L_{22}, L_{12}\right\}$. The corrected transmission, $S_{21}^{\text {MUT }}$, and the corrected reflection, $S_{11}^{M U T}$, from the MUT are:

$$
\begin{gather*}
S_{21}^{M U T}=\frac{G\left[T_{21}\right]}{G\left[L_{21}\right]} e^{-j \beta_{0} d}  \tag{1}\\
S_{11}^{M U T}=\frac{G\left[T_{11}-L_{11}\right]}{G\left[M_{11}-L_{11}\right]}(-1), \tag{2}
\end{gather*}
$$

where $G$ refers to time gating, $d$ is the MUT thickness, $j^{2}=-1$ is the imaginary unit and $\beta_{0}=\omega / c_{0}$ is the calculated plane wave propagation factor in air. The time gating correction is performed by transforming the scattering parameters measurements from frequency domain to the time domain using the Inverse Fast Fourier Transform (IFFT). The first reflection/transmission is then isolated by multiplying the time domain measurement with a Gaussian window centered at the same time instant as the maximum of the first reflection/transmission. The width of the Gaussian window, typically in the range of about 15 ns , is selected to reject any additional spurious multiple reflections/transmissions.

In (1), the denominator $G\left[L_{21}\right]$ normalizes $S_{21}^{M U T}$ and deconvolutes the antenna response, while $e^{-j \beta_{0} d}$ adjusts the reference plane to interface 2 of the MUT. In (2), the subtraction of $L_{11}$ removes any mismatch between the antenna and the connecting cable whereas the division with $G\left[M_{11}-L_{11}\right]$ normalizes the reflection from the MUT, $S_{11}^{M U T}$. The metal plate reference reflects all the incident waves and, therefore, it is assumed to have a reflection magnitude of unity. The multiplication by -1 in (2) is performed to account for the fact that the reflection from the metal plate is $180^{\circ}$ out of phase from the incident wave. Following the correction of $S_{21}^{M U T}$ and $S_{11}^{M U T}$ using (1) and (2), the complex relative


Fig. 1. Sketch of the experimental setup with (a) the MUT and (b) the calibrating metal plate inserted between the two antennas.
dielectric permittivity $\varepsilon_{r}=\varepsilon_{r}{ }^{\prime}+j \varepsilon_{r}{ }^{\prime \prime}$ can be extracted through a root searching algorithm [5-6].

## IV. EXPERIMENTAL RESULTS

In order to validate our error correction model, which is summarized in (1) and (2), we used a poly(methyl methacrylate) (PMMA) MUT with known complex relative dielectric permittivity $\varepsilon_{r} \approx 2.5$ [7]. The PMMA MUT had a thickness $d=1.95 \mathrm{~mm}$. The measured transmission and reflection from the MUT were corrected using (1) and (2) and the corresponding $\varepsilon_{r}$ are plotted in Fig. 2. For comparison, the LNN procedure reported in [5] was used to correct the measured scattering parameters and the corresponding value of $\varepsilon_{r}$ is also plotted in Fig. 2. The LNN error-correction model does not involve a metal plate standard and, therefore, is completely independent from our error-correction model developed in (1) and (2). The close agreement between both values of the complex relative dielectric permittivity $\varepsilon_{r}$ in Fig. 2 validates our error-correction model. Furthermore, the reconstructed permittivity values are in good agreement with those reported for Plexiglas in [7].

In Fig. 3 we present the complex permittivity of a lossy CNT composite having thickness $d=1.95 \mathrm{~mm}$. Fig. 3 shows that the CNT composite has a significant imaginary part in the relative permittivity indicating considerable losses. Again, good agreement is achieved between the simple calibration developed herein and the LNN calibration. Even though the MUT in Fig. 3 was lossy, the skin depth of the CNT composite is larger than the MUT thickness and, therefore,
significant $S_{21}^{\text {MUT }}$ was measured. These MUTs are labelled as microwave transparent in comparison to microwave nontransparent MUTs with negligible $S_{21}^{M U T}$. We also measured other CNT composites with skin depth comparable to or less than the MUT thickness from which $S_{21}^{M U T}$ is negligible. These results will also be presented.

## V. Uncertainty Analysis

Several uncertainty factors such as instrumentation, dimensional uncertainty of the MUT geometry, and roughness of the MUT surfaces contribute to the combined uncertainty of the measurements. Typically, the standard uncertainty in the measured scattering parameters can be assumed to be within the manufacturer's specification for the network analyzer, about $\pm 0.05 \mathrm{~dB}$ for the magnitude and $\pm 0.5^{\circ}$ for the phase. The largest contributing factor to the combined uncertainty is the uncertainty in the distribution of the film thickness and/or sagging of the thin film MUT, which is depicted by the bending in the interfaces of the MUT in the sketch shown in Fig. 1. The error-correction model assumes that the interfaces of the MUT and the metal plate are placed at precisely the same location. However, any thickness inhomogeneity or sagging in the thin film MUT can lead to a shift between the locations of the interfaces of the MUT and the interfaces of the metal plate. This shift is shown as $\Delta_{\mathrm{s}}$ in Fig. 1 and can distort the error correction model. However, this shift is on the order of $\Delta_{\mathrm{s}}<100 \mu \mathrm{~m}$, which can be estimated to cause a maximum uncertainty of $5 \%$ in $\varepsilon_{r}$.

## VI. Modeling of the Electrical Properties of Carbon NANOTUBE COMPOSITES

To help understand the experimental microwave measurements from CNT composites detailed in the previous sections, composite 2 D models of CNTs embedded in a dielectric slab are developed similar to those reported in [8]. The basis of the model was to implement the CNT composite as multiple random arrays of infinitesimally thin wire antennas with the equivalent impedance of CNT. These random wire arrays were then embedded in a dielectric slab to account for the effect of the matrix of the composite on the electromagnetic signature of the CNTs. The model showed that the reflected power from the composite was sensitive to the exact locations of the CNTs and to their locations with respect to the interfaces of the dielectric slab [8]. This sensitivity to the location is one of the possible explanations for the variability in the measurements from different CNT composites exhibited in this work.

## VII. CONCLUSION

A Simple free-space calibration technique for the reconstruction of the relative dielectric properties of carbon nanotube based composites is developed and verified in the Q-


Fig. 2: Complex relative dielectric permittivity of a PMMA specimen obtained using the correction model in (1) and (2) (real $\varepsilon_{\mathrm{r}}^{\prime}$ shown as $\Delta$ and imaginary $\varepsilon_{\mathrm{r}}^{\prime \prime}$ shown as $\times$ ) versus the LNN calibration (real $\varepsilon_{\mathrm{r}}^{\prime}$ shown as o and imaginary $\varepsilon_{r}$ " shown as $\square$ ).


Fig. 3: Complex relative dielectric permittivity of a microwave transparent CNT composite obtained using the correction model in (1) and (2) (real $\varepsilon_{r}^{\prime}$ shown as $\Delta$ and imaginary $\varepsilon_{r}^{\prime \prime}$ shown as $\times$ ) versus the LNN calibration (real $\varepsilon_{\mathrm{r}}^{\prime}$ shown as o and imaginary $\varepsilon_{\mathrm{r}}$ " shown as $\square$ ).
band. The presented error correction procedure involves only two reference measurements: a metal plate and air with no MUT present. The reconstructed relative dielectric properties agree favorably with the values achieved using the previously reported LNN calibration technique, which requires four measurements, three MUT locations and an air measurement with no MUT present. In the future, we will develop electromagnetic models to correlate the measured dielectric properties with the constituents and internal structure of the CNT composites.
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#### Abstract

This paper presents a procedure for calibrating a Vector Network Analyzer (VNA) calibration kit, mechanical short, open, and load or electronic calibration unit, as a black box. The uncertainty is associated with each connector type in the calibration kit in the form of an uncertainty two-port. The method is validated by comparing results using different VNA test set configurations as well as a comparison to a traditional ripple technique.
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## I. INTRODUCTION

In the past decade electronic calibration units (ECU) for vector network analyzers (VNA) have become important tools in the microwave industry. ECUs simplify the calibration procedure by reducing the number of connections necessary for a calibration. This is especially important for multi-port measurements where the number of connections can become very large when using mechanical calibration kits.

The traditional procedures for establishing traceability [1] are not adapted to ECUs. In [2] a procedure is described to characterize an ECU. It gives S-parameters and uncertainties for all ECU states. From a traceability perspective this seems as an obvious choice but for the end user it is quite demanding to propagate the uncertainties (and their correlations) through the calibration algorithm of choice although there do exist third party software that provide this capability [3, 4].

We propose a procedure where the uncertainties of all ECU states are collected into an uncertainty two-port associated with each ECU port. Nominally this uncertainty two-port is an ideal thru connection but its S-parameters have uncertainties. This simplifies the uncertainty calculation for the end user. The proposed procedure is based on the calibration comparison technique in [5] and association of uncertainty two-ports with calibration standards introduced in [6, 7].

For the end-user, it turns out that the expressions used to compute uncertainty in S-parameters using the uncertainty two-port approach has a lot in common with the traditional residual error model as used in [1]. This makes it easier to adopt.

## II. UNCERTAINTY MODEL

We propose to use an uncertainty two-port associated with each connector in a calibration kit, Fig. 1. For a standard mechanical calibration kit this means associating an
uncertainty two-port with each connector sex, for an ECU it means associating an uncertainty two-port with each port of the ECU.


Fig. 1 Uncertainty two-port associated with reflection standard
This approach is very close to the one in $[6,7]$ but the difference is that the place of the true and model reference planes have been exchanged in this work. This new way of placing the reference planes aligns better with the guide to the expression of uncertainty in measurement (GUM) [8] where the true value is usually said to equal the estimated value with an uncertainty.

The true value of a calibration standard thus becomes

$$
\begin{equation*}
\Gamma_{x}=D+\frac{\gamma_{x}(1+T)}{1-M \gamma_{x}} \tag{1}
\end{equation*}
$$

where $\Gamma_{x}$ and $\gamma_{x}$ is the true value and model value of standard $x$ respectively.

After calibration using the calibration standard with an associated uncertainty two-port an estimated calset $\boldsymbol{e}$ that is the cascade connection of the true calset $\boldsymbol{E}$, and the uncertainty two-port DTM is obtained, see Fig. 2.

For the case of a one-port calibration kit with three standards there is a one-to-one correspondence between the uncertainty two-port model and the method where an uncertainty is associated with each standard. It is assumed that it is possible to use the uncertainty two-port even when using more than three one-port standards per port. We believe this is reasonable and verification measurements done using different VNA configurations, reported later in this paper, indicate that this works in practice as well.

$e$

Fig. 2 After calibration the estimated calset, $\boldsymbol{e}$, is the cascade of the true calset, $\boldsymbol{E}$, and the uncertainty two-port $\boldsymbol{D T M}$.

## A. Transfer calibration procedure

What is meant by transfer calibration procedure here is the process where the known uncertainties associated with a master calibration kit are transferred to a calibration kit under test, which is characterized but without associated uncertainties.

The transfer calibration procedure starts with two calibrations of the VNA resulting in two estimated calsets $\boldsymbol{e}$ (for the master kit) and $\boldsymbol{e}^{\prime}$ (for the kit under test). For the purpose of deriving the expressions here all variables are viewed as being input quantities that require assignment of uncertainties at some point but for the purpose of deriving the expressions it can be assumed that they are regular variables.

The known uncertainty two-port for the master kit is given by

$$
\boldsymbol{D T M}=\left(\begin{array}{cc}
D & \sqrt{T}  \tag{2}\\
\sqrt{T} & M
\end{array}\right)
$$

and the unknown uncertainty two-port for the DUT kit

$$
\boldsymbol{d t m}=\left(\begin{array}{cc}
d & \sqrt{t}  \tag{3}\\
\sqrt{t} & m
\end{array}\right)
$$

By de-embedding the estimated calsets $\boldsymbol{e}$ and $\boldsymbol{e}^{\boldsymbol{\prime}}$ from each other an estimate of the difference between the calibrations can be obtained

$$
\begin{equation*}
\delta \tau \mu=e^{-1} \otimes e^{\prime} \tag{4}
\end{equation*}
$$

where the elements of $\boldsymbol{\delta} \boldsymbol{\tau} \boldsymbol{\mu}$ are given by

$$
\boldsymbol{\delta} \boldsymbol{\tau} \boldsymbol{\mu}=\left(\begin{array}{cc}
\delta & \sqrt{\tau}  \tag{5}\\
\sqrt{\tau} & \mu
\end{array}\right)
$$

Using the relations for $\boldsymbol{e}$ and $\boldsymbol{e}^{\prime}$ we also obtain
$\delta \tau \mu=e^{-1} \otimes e^{\prime}=(E \otimes D T M)^{-1} \otimes(E \otimes d t m)=$
$D_{T M}{ }^{-1} \otimes E^{-1} \otimes E \otimes d t m=D T M^{-1} \otimes d t m$

Now solve for the unknown two-port dtm

$$
\begin{align*}
d & =D+\frac{T \delta}{1-M \delta}  \tag{7}\\
t & =\frac{\tau T}{(1-M \delta)^{2}}  \tag{8}\\
m & =\mu+\frac{M \tau}{1-\delta M} \tag{9}
\end{align*}
$$

The nominal value of the unknown two-port can be computed by (7)-(9) setting any uncertainties to zero. The sensitivity coefficients for $d, t$, and $m$ are given in Table 1 .

TABLE 1 SENSITIVITY COEFFICIENTS FOR D, T, AND M

| Variable | Sensitivity | Nominal <br> DTM | DTM with <br> values |
| :---: | :---: | :---: | :---: |
| $d$ | $\frac{\partial \mathrm{~d}}{\partial \mathrm{D}}$ | 1 | 1 |
|  | $\frac{\partial \mathrm{~d}}{\partial \mathrm{~T}}$ | $\delta$ | $\frac{\delta}{1-\delta M}$ |
|  | $\frac{\partial \mathrm{~d}}{\partial \mathrm{M}}$ | $\delta^{2}$ | $\frac{T \delta^{2}}{(1-\delta M)^{2}}$ |
| $m$ | $\frac{\partial \mathrm{t}}{\partial \mathrm{T}}$ | $\tau$ | $\frac{\tau}{(1-\delta M)^{2}}$ |
|  | $\frac{\partial \mathrm{t}}{\partial \mathrm{M}}$ | $2 \tau \delta$ | $\frac{2 \tau T \delta}{(1-\delta M)^{3}}$ |
| $m$ | $\frac{\partial \mathrm{~m}}{\partial \mathrm{M}}$ | $\tau$ | $\frac{\tau}{(1-\delta M)^{2}}$ |

This means the transfer calibration will give both values (7)-(9) and sensitivities to compute uncertainties from Table 1 for each of $d, t$, and $m$.

## B. Verification of validity of the uncertainty model

In order to verify that the uncertainty model is valid we compare two cases:

1. $\delta_{1}, \tau_{1}$, and $\mu_{1}$ for the case where the VNA was calibrated at the front panel using a test port adapter
2. $\delta_{2}, \tau_{2}$, and $\mu_{2}$ for the case where the VNA was calibrated at the end of a long test port cable.
In both cases the coaxial 3.5 mm test port was calibrated using an ECU and a mechanical calibration kit (short-openload technique using table based models) and the transfer calibration equation (6) was used to compute the difference in the calibration sets. This difference should be independent of the VNA configuration. In Fig. 3 the differences, $\left|\delta_{1}-\delta_{2}\right|$, $\frac{1+\tau_{1}}{1+\tau_{2}}$, and $\left|\mu_{1}-\mu_{2}\right|$, between the two cases are plotted. It can be seen that the difference is well below normal uncertainties for calibrations in a 3.5 mm connector interface. The calibration sequence was repeated 4 times.


Fig. 3 Difference in calibration sets for calibrations at the test port $\left(\delta_{1}, \tau_{1}\right.$, and $\left.\mu_{1}\right)$ and at the end of a long test port cable $\left(\delta_{2}, \tau_{2}\right.$, and $\mu_{2}$ ).

As an additional verification the two-port ripple technique $[6,7]$ estimation of a DUT calibration kit (Type-N with broad band load) has been compared to the calibration transfer technique where the uncertainties of the master calibration kit were determined using the two-port ripple technique.

Fig. 4 shows the result for $d$. The black curve is the estimated value of $d$ from the calibration transfer and the red field is the associated uncertainty that was estimated using the two-port ripple technique on the master kit, the green lines are the two-port ripple technique applied to the DUT kit. When using the two-port ripple technique the envelope of the air-line ripple gives the estimate of the residual error [7] which means we expect the envelope of the ripple to coincide with the estimated value using the method presented in the paper.

There is very good agreement between the two methods and just as good agreement for $m$, see Fig. 5.


Fig. 4 Comparison of two-port ripple technique using three air-lines and calibration transfer for the $d$ term.


Fig. 5 Comparison of two-port ripple technique using three air-lines and calibration transfer for the $m$ term.


Fig. 6 Comparison of two-port ripple technique estimation of $t$ using the thru standard and calibration transfer for the $t$ term.

As can be seen in Fig. 6 there is rather poor agreement for the tracking term but this is expected since the tracking term is poorly estimated by the two-port ripple technique when using sexed connectors.

## III. MODEL EQUATIONS FOR UNCERTAINTY TWO-PORT USING SOLT AND SOLR

Using the uncertainty two-port for a SOLT or SOLR calibration kit, equations relating the error corrected $\left(s_{i j}\right)$ Sparameters to the true-values $\left(S_{i j}\right)$ can be derived. This derivation is done assuming the only uncertainty components are associated with the calibration standards.

## A. Model equations using SOLT

The full model equations for the SOLT case are included in an appendix. Here we present the sensitivity coefficients with respect to the dtm parameters obtained in the transfer calibration procedure

Table 2 Sensitivity coefficients for SOLT

| Variable | Sensitivity | Nominal dtm <br> sensitivities |
| :---: | :---: | :---: |
|  | $\frac{\partial \mathrm{s}_{11}}{\partial \mathrm{~d}_{1}}$ | $1-s_{12} s_{21}$ |
| $S_{11}$ | $\frac{\partial \mathrm{~s}_{11}}{\partial \mathrm{t}_{1}}$ | $s_{11}$ |
| $\frac{\partial \mathrm{~s}_{11}}{\partial \mathrm{~m}_{1}}$ | $s_{11}^{2}$ |  |
| $S_{12}$ | $\frac{\partial S_{12}}{\partial \mathrm{~d}_{2}}$ | $-s_{11} s_{12}$ |
| $\frac{\partial S_{12}}{\partial \mathrm{~m}_{2}}$ | $s_{12} s_{22}$ |  |
| $S_{12}$ | $\frac{\partial S_{21}}{\partial \mathrm{~d}_{1}}$ | $-s_{21} s_{22}$ |


|  | $\frac{\partial S_{21}}{\partial \mathrm{~m}_{1}}$ | $s_{11} s_{21}$ |
| :---: | :---: | :---: |
| $S_{22}$ | $\frac{\partial \mathrm{~S}_{22}}{\partial \mathrm{~d}_{2}}$ | $1-s_{12} s_{21}$ |
|  | $\frac{\partial \mathrm{~S}_{22}}{\partial \mathrm{t}_{2}}$ | $s_{22}$ |
|  | $\frac{\partial \mathrm{~S}_{22}}{\partial \mathrm{~m}_{2}}$ | $s_{22}^{2}$ |

## B. Model equations using SOLR

Just like for the SOLT case the full equations are included in an appendix and here we present the sensitivity coefficients with respect to the dtm parameters obtained in the transfer calibration procedure

Table 3 SEnsitivity coefficients for SOLR

| Variable | Sensitivity | Nominal dtm sensitivities |
| :---: | :---: | :---: |
| $S_{11}$ | $\begin{aligned} & \frac{\partial \mathrm{S}_{11}}{\partial \mathrm{~d}_{1}} \\ & \frac{\partial \mathrm{~S}_{11}}{\partial \mathrm{t}_{1}} \\ & \frac{\partial \mathrm{~s}_{11}}{\partial \mathrm{~m}_{1}} \\ & \frac{\partial \mathrm{~S}_{11}}{\partial \mathrm{~m}_{2}} \\ & \hline \end{aligned}$ | $\begin{gathered} 1 \\ s_{11} \\ s_{11}^{2} \\ s_{12} s_{21} \end{gathered}$ |
| $S_{12}$ | $\begin{aligned} & \frac{\partial S_{12}}{\partial \mathrm{~m}_{1}} \\ & \frac{\partial S_{12}}{\partial \mathrm{~m}_{2}} \\ & \frac{\partial S_{12}}{\partial \mathrm{t}_{1}} \\ & \frac{\partial S_{12}}{\partial \mathrm{t}_{2}} \\ & \hline \end{aligned}$ | $\begin{gathered} s_{11} s_{12} \\ s_{12} s_{22} \\ \frac{s_{12}}{2} \\ \frac{s_{12}}{2} \end{gathered}$ |
| $S_{21}$ | $\begin{aligned} & \frac{\partial S_{21}}{\partial \mathrm{~m}_{1}} \\ & \frac{\partial S_{21}}{\partial \mathrm{~m}_{2}} \\ & \frac{\partial S_{21}}{\partial \mathrm{t}_{1}} \\ & \frac{\partial S_{21}}{\partial \mathrm{t}_{2}} \\ & \hline \end{aligned}$ | $\begin{gathered} s_{11} s_{21} \\ s_{21} s_{22} \\ \frac{s_{21}}{2} \\ \frac{s_{21}}{2} \\ \hline \end{gathered}$ |
| $S_{22}$ | $\begin{aligned} & \frac{\partial \mathrm{S}_{22}}{\partial \mathrm{~d}_{2}} \\ & \frac{\partial \mathrm{~S}_{22}}{\partial \mathrm{t}_{2}} \\ & \frac{\partial \mathrm{~S}_{22}}{\partial \mathrm{~m}_{1}} \\ & \frac{\partial \mathrm{~S}_{22}}{\partial \mathrm{~m}_{2}} \end{aligned}$ | 1 <br> $S_{22}$ <br> $\mathrm{S}_{12} \mathrm{~S}_{21}$ <br> $S_{22}^{2}$ |

## C. Influence of the Thru standard

To get a complete model equation for the influence of the calibration standards the uncertainties associated with the thru standard should also be included, which is typically (but not always) a flush thru for the SOLT algorithm and a reciprocal component for the SOLR algorithm. This will be addressed in a later paper.

The uncertainties associated with the flush thru come from connector imperfections like pin depth, difference in connector cross-section and alignment etc. The uncertainties associated with the reciprocal device will come from the nonreciprocity of the device and should be negligible for reasonable devices.

## IV. Conclusion

We have shown that it is reasonable to associate an uncertainty two-port with both a normal mechanical calibration kit and an ECU that has three or more reflection standards for each port. The verification was done by ensuring that the calibration transfer is the same for a calibration at the front panel and at the end of a long test-port cable. A comparison was also made against a standard ripple technique.

We have also derived equations that can be used to compute uncertainties in measurements using the uncertainty two-port method for both the SOLT and SOLR calibration algorithms. The effects of non-ideal thru will be investigated in a later paper.
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## Appendix A SOLT Model Equations

These are the equations that are linearized to obtain the sensitivity coefficients in Table 2

$$
\begin{aligned}
& S_{11}=\frac{d_{1}^{2}\left(-m_{1} \Delta_{s}+m_{1}^{2} s_{11}-m_{1}+s_{22}\right)+d_{1} t_{1}\left(-2 m_{1} s_{11}+\Delta_{s}+1\right)+s_{11} t_{1}^{2}}{d_{1}\left(-m_{1} \Delta_{s}+m_{1}^{2} s_{11}-m_{1}+s_{22}\right)-m_{1} s_{11} t_{1}+t_{1}} \\
& S_{12}=\frac{s_{12} t_{2}}{d_{2}\left(-m_{2} \Delta_{s}+m_{2}^{2} s_{22}-m_{2}+s_{11}\right)-m_{2} s_{22} t_{2}+t_{2}} \\
& S_{21}=\frac{s_{21} t_{1}}{d_{1}\left(-m_{1} \Delta_{s}+m_{1}^{2} s_{11}-m_{1}+s_{22}\right)-m_{1} s_{11} t_{1}+t_{1}} \\
& S_{22}=\frac{d_{2}^{2}\left(-m_{2} \Delta_{s}+m_{2}^{2} s_{22}-m_{2}+s_{11}\right)+d_{2} t_{2}\left(-2 m_{2} s_{22}+\Delta_{s}+1\right)+s_{22} t_{2}^{2}}{d_{2}\left(-m_{2} \Delta_{s}+m_{2}^{2} s_{22}-m_{2}+s_{11}\right)-m_{2} s_{22} t_{2}+t_{2}}
\end{aligned}
$$

Where $\Delta \mathrm{s}=s_{11} s_{22}-s_{12} s_{21}$.

## Appendix B SOLR Model Equations

These are the equations that are linearized to obtain the sensitivity coefficients in Table 3

$$
\begin{aligned}
& S_{11}=\frac{m_{2} \Delta_{s}\left(t_{1}-d_{1} m_{1}\right)+d_{1}\left(m_{1} s_{11}+m_{2} s_{22}-1\right)-s_{11} t_{1}}{-m_{1} m_{2} \Delta_{s}+m_{1} s_{11}+m_{2} s_{22}-1} \\
& S_{12}=\frac{s_{12} \sqrt{t_{1}} \sqrt{t_{2}}}{m_{1} m_{2} \Delta_{s}-m_{1} s_{11}-m_{2} s_{22}+1} \\
& S_{21}=\frac{s_{21} \sqrt{t_{1}} \sqrt{t_{2}}}{m_{1} m_{2} \Delta_{s}-m_{1} s_{11}-m_{2} s_{22}+1} \\
& S_{22}=\frac{m_{1} \Delta_{s}\left(t_{2}-d_{2} m_{2}\right)+d_{2}\left(m_{1} s_{11}+m_{2} s_{22}-1\right)-s_{22} t_{2}}{-m_{1} m_{2} \Delta_{s}+m_{1} s_{11}+m_{2} s_{22}-1}
\end{aligned}
$$
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#### Abstract

We present an improved offset-short vector-network-analyzer calibration method which allows to identify broadband equivalent-circuit models of the offset-short standards and an imperfect thru connection. Our approach is based on the multi-frequency formulation of the vector-network-analyzer calibration problem in which parameters of the models are identified simultaneously with the vector-network-analyzer calibration coefficients at all frequencies. Thus, the impact of the constraints imposed by the models is also reflected in the calibration coefficients. We illustrate our approach with experimental results for an offset-short calibration in coaxial 3.5 mm connector. These results demonstrate that our method reduces the impact of measurement errors, and extends the bandwidth of the calibration.


## I. Introduction

In this paper, we report on an improved offset-short vector-network-analyzer calibration method which identifies broadband models of calibration standards along with the vector-network-analyzer (VNA) calibration coefficients. The offsetshort calibration considered in this work is a special case of the multi-reflect-thru calibration [1] which uses multiple offsetreflects and a thru connection. An offset-reflect is constructed by terminating a transmission-line section with a highlyreflective load, typically realized as a short or an open circuit. It is assumed that offset-reflects attached to a given VNA port have transmission-line sections with the same unknown propagation constant, and that all offset-reflects have the same unknown terminating impedance. The unknown propagation constant and terminating impedance are then determined along with the VNA calibration coefficients. Thus, the multi-reflectthru method may be considered as dual with respect to the multiline thru-reflect-line (TRL) [2], since both methods use unknown transmission-line sections and an unknown highlyreflective load, but in a different manner.

In the traditional offset-short method, the propagation constant and reflection coefficient of the terminating impedance are determined separately at each measurement frequency. Thus, any broadband constraints on these parameters, such us causality, or constraints resulting from a underlying physical model cannot be accounted for. On the other hand, due to a large impact of connection nonrepeatability on measurements of highly-reflective loads [3], the propagation constant
identified in the offset-shorts method is more vulnerable to those errors than in the multiline TRL method. Thus, artifacts may appear in this constant that do not reflect the actual behavior of the transmission lines. Also, the imperfection of thru connection in coaxial measurements affects the estimate of the reflection coefficient of the offset-short terminating impedance [4].

In this work, we present an improved offset-short calibration method which allows to impose broadband models on the propagation constant, short-circuit impedance, and an imperfect thru connection. Our approach is based on the multifrequency formulation of the VNA calibration problem in which parameters of the these model are identified simultaneously with the VNA calibration coefficients at all frequencies [5], [6].

## II. THEORY

## A. Multi-frequency calibration

In the multi-frequency formulation of the VNA calibration problem, we use the maximum-likelihood estimation method [7], with the likelihood function given by [5]:

$$
\begin{equation*}
L\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{K}, \boldsymbol{\varphi}, \sigma_{1}^{2}, \ldots, \sigma_{K}^{2}\right)=\prod_{k=1}^{K} L_{k}\left(\boldsymbol{\theta}_{k}, \boldsymbol{\varphi}, \sigma_{k}^{2}\right) \tag{1}
\end{equation*}
$$

where the vectors $\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{K}$ denote the unknown VNA calibration coefficients for frequencies $f_{k}$, for $k=1, \ldots, K$, the vector $\varphi$ contains the unknown parameters of the calibration standard models, while the likelihood function at the frequency $f_{k}$ is written as:

$$
\begin{equation*}
L_{k}\left(\boldsymbol{\theta}_{k}, \boldsymbol{\varphi}, \sigma_{k}^{2}\right)=p\left(\mathbf{r}_{k}\left(\boldsymbol{\theta}_{k}, \boldsymbol{\varphi}\right)\right), \tag{2}
\end{equation*}
$$

where the $\mathbf{r}_{k}\left(\boldsymbol{\theta}_{k}, \boldsymbol{\varphi}\right)$ denotes the residual error (i.e., a difference between a calibration standard definition and its prediction from a raw measurement), $p(\cdot)$ is the probability density function of the measurement errors, and $\sigma_{1}^{2}, \ldots, \sigma_{K}^{2}$ are unknown residual error-variances. We can show that maximization of (1) with respect to $\sigma_{1}^{2}, \ldots, \sigma_{K}^{2}$ may be performed


Figure 1. Attenuation constant $\operatorname{Re} \gamma$ for (a) male and (b) female coaxial 3.5 mm offset-shorts determined by the traditional offset-short method (solid green) and by our improved method with calibration-standard modeling (solid blue).


Figure 2. Phase constant $\operatorname{Im} \gamma$ normalized to phase constant $\beta_{0}$ of vacuum for (a) male and (b) female coaxial 3.5 mm offset-shorts determined by the traditional offset-short method (solid green) and by our improved method with calibration-standard modeling (solid blue).
analytically [5], and therefore the original problem may be equivalently expressed as minimizing the following function:

$$
\begin{align*}
e\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{K}, \boldsymbol{\varphi}\right) & = \\
= & \sum_{k=1}^{K} \ln \left[\mathbf{r}_{k}^{T}\left(\boldsymbol{\theta}_{k}, \boldsymbol{\varphi}\right) \boldsymbol{V}_{k}^{-1} \mathbf{r}_{k}\left(\boldsymbol{\theta}_{k}, \boldsymbol{\varphi}\right)\right] \tag{3}
\end{align*}
$$

where $\boldsymbol{V}_{k}$ are the covariance matrices of measurement errors (known up to a scalar factor). Now, since the frequencyindependent parameters in the vector $\varphi$ affect simultaneously the residual error at all frequencies, we cannot solve the VNA calibration problem independently at each frequency, thus all of the unknown parameters need to be identified simultaneously. As the direct minimization of (3) is infeasible due to the large number of unknown parameters, we reduce the problem dimensionality by exploiting the structure of the Jacobian matrix, and apply a modified Levenberg-Marquardt algorithm. Details are given elsewhere [5].

## B. Calibration-standard models

We assume that the transmission-line sections in the offsetshorts have low loss, and thus model the propagation constant by use of the classical skin-depth model with the Hammerstadt correction for surface roughness [8]:

$$
\begin{gather*}
\gamma=(1+\mathrm{j}) \alpha+\mathrm{j} \beta  \tag{4}\\
\alpha=\alpha_{1} \sqrt{f}\left(1+\frac{2}{\pi} \arctan \alpha_{2} f\right), \beta=\beta_{1} \frac{2 \pi f}{c} \tag{5}
\end{gather*}
$$

where $c$ is speed of light in vacuum, and $\alpha_{1}, \alpha_{2}$, and $\beta_{1}$ are real-valued model parameters.

We further model the terminating impedance of the offset shorts as the surface impedance of a conductor. We also include the Hammerstadt correction for surface roughness, which yields the following model:

$$
\begin{gather*}
Z_{T}=(1+\mathrm{j}) R_{s}  \tag{6}\\
R_{s}=r_{1} \sqrt{f}\left(1+\frac{2}{\pi} \arctan r_{2} f\right) \tag{7}
\end{gather*}
$$

where $r_{1}$ and $r_{2}$ are real-valued model parameters. Since the shorting plane and the surface of outer and inner conductors


Figure 3. Magnitude of reflection coefficient for (a) male and (b) female coaxial 3.5 mm open circuit determined by the traditional offset-short method (solid green) and by our improved method with calibration-standard modeling (solid blue).

(a)

(b)

Figure 4. Magnitude of reflection coefficient for (a) male and (b) female coaxial 3.5 mm matched termination determined by the traditional offset-short method (solid green) and by our improved method with calibration-standard modeling (solid blue)
are manufactured in the same process, we assume the same impact of the surface roughness, thus we set $r_{2}=\alpha_{2}$.

Finally, we assume that the imperfection of the direct-thru connection results from how the center-conductor pin-gap is lumped into the VNA calibration coefficients. The "mean" gap lumped into the calibration coefficients on each VNA port contains the port gap along with a "mean" gap of the offsetshort standards. On the other hand, for the thru connection we see only the sum of both port pin-gaps. Consequently, this connection can be represented as a "negative" gap [4]. The simplest model for the pin-gap consists of a series inductance [9], therefore we model the direct thru connection as a small negative series inductance:

$$
\mathbf{S}_{t h r u}=\left[\begin{array}{cc}
-\mathrm{j} \frac{x}{2} & 1+\mathrm{j} \frac{x}{2}  \tag{8}\\
1+\mathrm{j} \frac{x}{2} & -\mathrm{j} \frac{x}{2}
\end{array}\right]
$$

where $x=\mathrm{j} \omega \tau$, and the time constant $\tau$ is a real-valued model parameter.

## III. EXPERIMENTS

We verified our approach experimentally. We performed an offset-short calibration in the frequency range $1-33 \mathrm{GHz}$ with a set of male and female 3.5 mm coaxial offset-shorts, and the thru connection realized as a direct connection of VNA ports. Each set of shorts consisted of standards with lengths 5.004, $8.369,12.349,17.488,29.980$, and 59.1 mm . The offset shorts were manufactured by Maury Microwave. The length of the longest offset-short was chosen based on the approach [10], [11].

In Fig. 1 we show the attenuation constant for male and female offset shorts determined with the traditional offsetshort method and with our improved method. We note that the results from the traditional offset-short method method contain significant ripples that are removed by our approach. We also note that the attenuation constant is slightly different for male and female shorts which may result from manufacturing tolerances on metal properties and offset-short length errors.

We further see in Fig. 2 that also phase constant obtained from the traditional offset-short method has ripples which
are removed by our approach. The phase constant obtained for male and female shorts is also slightly different which may be caused by offset-short length errors and connection repeatability errors.

In order to verify our approach, we measured two verification devices: an open circuit and a matched termination. In Fig. 3 and Fig. 4, we show the reflection-coefficient magnitude of these devices obtained after calibrating the VNA with the traditional and our improved offset-short method. We see that our approach allows to obtain smoother results, in particular for the open circuit. We also note that the results from the traditional offset-short method have large errors at lower frequencies due to the bandwidth limitation of this calibration. Our method, by imposing broadband models on the calibration standards, allows to extend the measurement bandwidth to lower frequencies.

## IV. Conclusions

We presented an improved offset-short method which allows to identify broadband models of the propagation constant, offset-short terminating impedance, and imperfect thru connection simultaneously with the determination of the VNA calibration coefficients. Our method uses the multi-frequency formulation of the calibration problem [5]. Experimental results for the offset-short method calibration with 3.5 mm coaxial offset-shorts show that our method, by imposing broadband models of the calibration standards, improves the calibration accuracy and extends the measurement bandwidth.
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# Two Port Calibration Insensitive to Flange Misalignment 
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#### Abstract

As waveguide measurements continue to push upwards in frequency, waveguide misalignment becomes a severe problem. In this paper we combine two known calibration algorithms; the SDDL [1] and Unknown Thru, to create a two-port calibration insensitive to flange misalignment. The resultant algorithm, termed MRC, is tested both numerically and experimentally. While the numerical simulation show that MRC works as intended, the experimental results indicate that there are other measurement errors which need to be taken into account.


## I. Introduction

AS waveguide measurements continue to push upwards in frequency, waveguide misalignment caused by mechanical tolerances becomes a severe problem[2]. Not only does misalignment produce reflections at each flange connection, but it creates measurement inaccuracies by inducing calibration error[3], [4]. While improving the mechanical alignment mechanism is being addressed by the IEEE P1875 working group[5], new calibration algorithms have been developed to operate in the presence of such misalignment[1]. The original solution to a reflectometer calibration utilizing delayed shorts of unknown phase was given in [6]. Lui and Weikle helped to generalize this solution by allowing the load to be arbitrary[1]. Their formulation, coupled with the modeling of a radiating rectangular waveguide [7], produced a one-port calibration that was insensitive to flange misalignment. This algorithm has been referred to by as SDDL, an acronym for the standard set; Short Delay Delay Load.

While one-port measurements are of interest, full twoport capabilities are desirable. Currently, two-port calibrations at frequencies above 100 GHz , are generally made using either SOLT, or TRL. Above 500 GHz , the quarterwave line required by TRL becomes difficult to manufacture and use without damage. The accuracy of measurements corrected using these algorithms depends on the ability to realize either perfectly matched transmission
standards, or precisely known reflect standards. By combining the SDDL technique[1] with the Unknown Thru [8], a two-port calibration insensitive to flange misalignment is possible. It is acknowledged that a calibration insensitive to flange misalignment will not correct for the misalignment present in subsequent measurements. However, it will eliminate flange misalignment as source of calibration error, an important step towards improving measurement accuracy in the waveguide medium. As a byproduct, this algorithm yields a direct measurement of the flange alignment.
This paper is organized as follows. In Section II a procedure to create two-port calibration insensitive to flange misalignment. by combining SDDL with the Unknown Thru is described. The resultant algorithm, termed Misalignment Resistant Calibration (MRC), is verified numerically as well as tested experimentally in rectangular waveguide at $325-500 \mathrm{GHz}$ (WR-2.2, WM-570). A circuit simulation incorporating the entire processes of calibration is detailed in Section III and used to compare with the measurement results given in Section IV. Comparisons of the various calibrations are made through a set of verification standards corrected using standard calibration algorithms

## II. Two-port Calibration (UnknownThru)

While SDDL can tolerate misalignment on reflect standards[1], at least one transmissive connection is needed to correct two-port measurements. The calibration algorithm known as Unknown Thru[8] provides precisely the self-calibration capabilities needed to handle misalignment on the thru standard. Specifically, the Unknown Thru requires that the thru standard be reciprocal and have a transmission phase known within $\pi$. Exact knowledge of transmission standards' s-parameters are not required. The Unknown Thru algorithm can be broken up into three discrete steps:

1) One-port calibration on port 1 (yields 3 -terms)
2) One-port calibration on port 2 (yields 3 -terms)
3) Measurement of reciprocal Thru (yields 1-term)

The Misalignment Resistant Calibration (MRC) is created by modifying the UnknownThru to use the SDDL solution described in the previous section for steps 1 and 2 . The third step is described in [8], and need not be repeated here.

## A. Implementation and Availability

The SDDL, MRC, and other conventional algorithms have all been implemented as part of the open-source python module scikit-rf[9]. All algorithms have been tested numerically with a linear circuit simulation to verify the solutions are correct and stable. Details of the numerical verification is described in the following section.

## III. Simulation

## A. Numerical Verification

The Unknown Thru is part of a family of calibration algorithms known as the error box model, or 8-term model [10], [11]. In this model, the true response of a two-port device $\mathbf{T}$ is embedded within unknown networks $\mathbf{X}$ and $\mathbf{Y}$, illustrated in Figure 1. As is common to most applications employing the error-box model, the s-parameters are transformed into wave cascading matrices which allows the combined response to be calculated through matrix multiplication.


Figure 1. Diagram of the error box model

The relation between the true response of a two-port and it's measured response is expressed algebraically by

$$
\begin{equation*}
\mathbf{M}=\mathbf{X T Y} \tag{1}
\end{equation*}
$$

Where

- $\mathbf{M}$ is the measured response
- $\mathbf{T}$ is the true response
- $\mathbf{X}, \mathbf{Y}$ is the embedding networks representing the intervening circuitry

In simulation, all of the networks $\mathbf{M}, \mathbf{T}, \mathbf{X}$ and $\mathbf{Y}$ are observable, which allows the accuracy of the calibration algorithm to be verified.

A calibration is tested as follows. First, random matrices are created for the error networks $\mathbf{X}$ and $\mathbf{Y}$. Next, the appropriate set of calibration standards $\{\mathbf{T}\}$ are sandwiched in between the $\mathbf{X}$ and $\mathbf{Y}$, producing a corresponding set of fictitious measurements $\{\mathbf{M}\}$. The algorithm under test is given the measurement set $\{\mathbf{M}\}$, and the assumed ideal responses $\{\mathbf{I}\}$. For self-calibration algorithms, such as the UnknownThru, SDDL, and MRC, the ideal standards are different from their true response, ie $\{\mathbf{T}\} \neq\{\mathbf{I}\}$. For example, to correctly test SDDL, it was given an ideal standard set containing delay shorts of lengths $45^{\circ}$ and $90^{\circ}$, while the actual responses used to generate the corresponding measurements were of lengths $30^{\circ}$ and $120^{\circ}$.
Once a calibration algorithm has run, it can produce a corrected response from a measured device under test (DUT). For an algorithm to be considering working, it must correctly determine, inasmuch as possible, the parameters of the embedding networks $\mathbf{X}$ and $\mathbf{Y}$ as well as random DUTs within a reasonable numerical accuracy. This entire process is built into the calibration test-suit of scikit-rf.

While numerical simulation may be used to verify that an algorithm is producing a valid solution, it also provides a way to model measurements results. In the next section, an experimental comparison of SOLT, UnknownThru and MRC is given, followed by a simulation of the results.

## IV. Experimental Results

## A. Measurement Procedure

To test the calibration algorithm, measurements were made in the $325-500 \mathrm{GHz}$ (WR-2.2, WM-570) frequency band using a pair of Virginia Diodes extender heads (VNAX TXRX-TXRX), driven by a Agilent PNA-X. The flanges at the test ports were altered by reaming out the alignment holes to a diameter of $.0066^{\prime \prime}$ to induce a larger amount of misalignment. The resultant amount of alignment tolerance was chosen to equal the flange's designed tolerances when used in the WR-1.0 (WM-250) band, i.e. the worst-case expected misalignment. In order to prevent the need to ream out the calibration standards, the alignment pins were removed from the test-port flanges. A picture of the modified test-ports is shown in Figure 2.


Figure 2. Picture of the test-ports with alignment pins removed.

The MRC calibration was created from measurements of a flush short, two delay shorts (realized with delay shims), the radiating open, and a flush thru. Because the alignment pins were removed from the test-ports, the inner dowel holes were used to provide alignment during the thru measurement. For comparison, 12-term and Unknown Thru algorithms were created from the identical measurement data with the exception that the radiating open was replaced by a matched load. In order for the calibration kits to be as similar as possible, the same four reflect standards were used in the 12 -term and Unknown Thru calibrations. Both of these calibrations used an overdetermined least squares algorithm similar to that described in [12] for the one-port stages of calibration.

Although various metrics have been used to demonstrate calibration quality, we find the measurement of verification standards to be the most interpretable and relevant. A series of devices were measured and corrected using all three of the calibrations, producing a set of data which can be directly compared. Both transmissive and reflective devices were measured to accurately represent the algorithms performance on a whole. These results are shown in Figures 4-6.

## B. Results

Figure 4 shows the corrected reflection coefficient from a 1 " straight waveguide terminated with a flush short on the far port. Also shown is the theoretical response of an ideal rectangular waveguide 1 " long with finite conductivity on the waveguide walls. A resistivity of $2.8 e^{-8} \Omega m$, and surface roughness of $.05 \mu \mathrm{~m}$ RMS was chosen as reasonable values which most closely match the measurements. Both 12-term and Unknown Thru produce identical responses,
as is expected for non-transmissive devices. All traces are similar with the exception that MRC produces a smaller ripple at the lower end of the band.

Figures 5 and 6 show the corrected response of a 1 " straight waveguide measured in transmission. Figure 6 demonstrates that MRC shows the best agreement with the theoretical response. It can be seen that the 12 term algorithm produces high frequency ripples of about $\pm .5 \mathrm{~dB}$, about the theoretical response, while the Unknown through algorithm has a different frequency dependence and smaller ripple of about $\pm .1 \mathrm{~dB}$.

## C. Modeling results through simulation

Figures 7 through 9 present simulations corresponding to the measurements in Figures 4-6. A numerical simulation, as described in Section III was constructed, and the true calibration standards where perturbed heuristically until simulated results agreed with the measurements. In these simulations the embedding networks $\mathbf{X}$ and $\mathbf{Y}$ were taken from a previous calibration, created from with experimental measurements. The exact responses of $\mathbf{X}$ and $\mathbf{Y}$ are not needed to capture the general effects of the observed measurements, just their approximate values.

The true calibration standards were perturbed by cascading a model of the misaligned flange in front of the delay shorts. Initially, the flange model was also cascaded with the thru measurement, but was removed to produce better agreement with measurements. It is hypothesized that this is because the inner dowels were used during the thru measurement, thereby providing excellent alignment.
The response of the misaligned flange was approximated by an equivalent circuit consisting of a constant shunt susceptance[13], as shown in figure 3. More sophisticated models of a misaligned waveguide which produce frequency-dependent values for the susceptance can be used, but for our purposes simple lumped circuit elements appear to be sufficient. The nominal values of the shunt capacitance and inductance can be chosen based upon the expected amount of misalignment. These values were then adjusted within reason until agreement with measurements was achieved. Eventually, values of 2fF and 4 nH were chosen.

In addition to the flange perturbations, zero-mean white gaussian phase noise was added to the fictitious measurements. To accurately reflect observed noise characteristics, different amounts of noise was added to the transmission
than to the reflective s-parameters. The phase noise is characterized by standard deviations of reflection coefficient $\left(\sigma_{\angle S_{i i}}\right)$ and transmission $\left(\sigma_{\angle S_{i j}}\right)$. In summary, values chosen for the adjustable parameters used in the simulation were,

- $\sigma_{\angle S_{i j}}=.8^{\circ}$
- $\sigma_{\angle S_{i i}}=.2^{\circ}$
- $\mathrm{C}=2 \mathrm{fF}$
- $\mathrm{L}=4 \mathrm{nH}$


Figure 3. Circuit model used to approximate a misalignment flange

## D. Observations

By comparing figures 4-11 with figures $7-13$ it is clear that the simulated performance of the MRC algorithm is substantially better than the measured results. This suggests the existence of additional sources of uncertainty other than flange misalignment. Some specific comments about the results:

- It was not possible to degrade MRC's corrected results given the types of perturbations used in this simulation. One exception is the reflection from an ideal 1" waveguide, as shown in figure 8. MRC's result is directly proportional to the amount of phase noise in the simulation.
- MRC's corrected response in figure 4 differs greatly from the simulation in figure 7 .
- Regarding the theoretical responses in figures 4 and 11: It was not possible to simultaneous achieve the best fit between theory and measurement, given a single value for waveguide loss and roughness. The cause of this discrepancy is unknown.


Figure 4. Corrected measurement of the reflection coefficient from a 1 " straight waveguide terminated with a short (SOLT and UnknownThru, produce identical results as expected)


Figure 5. Corrected measurement of the reflection coefficient from a 1" straight waveguide


Figure 6. Corrected measurement of the transmission coefficient through a 1 " straight waveguide


Figure 7. Simulation of corrected measurement of the reflection coefficient from a 1" straight waveguide terminated with a short (SOLT and UnknownThru, produce identical results as expected)


Figure 8. Simulation of corrected measurement of the reflection coefficient from a 1 " straight waveguide


Figure 9. Simulation of corrected measurement of the transmission coefficient through a 1 " straight waveguide


Figure 10. Corrected measurement of the reflection coefficient from a flush thru connection


Figure 11. Corrected measurement of the transmission coefficient from a flush thru connection


Figure 12. Simulated measurement of the reflection coefficient from a flush thru connection


Figure 13. Simulated measurement of the transmission coefficient from a flush thru connection

## E. Absolute measurement of the flange misalignment

A unique characteristic of MRC algorithm is it's ability to measure the absolute flange misalignment between a pair of test-ports. In an attempt to demonstrate this, the flush through was measured a second time, without being used in the calibrations. The reflection and transmission coefficient of the flush through is shown in figures 10 and 11 , respectively. Note that the result of the 12 -term calibration is expected to be very close to ideal, as it is only a measure of repeatability. The 12 -term response does yield a way to estimate an appropriate noise level. Accompanying simulations of a perfect flush thru are shown in figures 12 and 13. These results demonstrate good agreement of with 12 -term and Unknown Thru, the MRC provides better results in the simulation than is observed in the measurements.

## F. Summary

Although the MRC calibration appears to improve calibration quality for some verification standards, these improvements are less than expected from corresponding simulations. The inconsistency between simulated and measured performance indicate that there are other problems with the measurement system beyond flange misalignment.

## V. Conclusion

The SDDL algorithm has been combined with the Unknown Thru to create a two-port calibration insensitive to flange misalignment. The resultant calibration algorithm, termed MRC, has been testing both numerically and experimentally. While the numerical simulation show that MRC works as intended, the experimental results indicate that there are other measurement errors which need to be taken into account. Although the MRC, and SDDL algorithms are designed to operate in the presence of flange misalignment, they may be applicable to other measurement mediums and scenarios where similar partially known reflective standards are advantageous. All algorithms have been implemented and tested as part of the open-source python module scikit-rf.
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#### Abstract

With S-parameter measurement uncertainties reaching accuracy limits far beyond those previously achieved, uncertainty evaluation methods need to be advanced as well. A method based on Fourier analysis is presented for uncertainty analysis of one-port Vector Network Analyzer (VNA) measurements. The new uncertainty assessment method is validated using a system-level VNA model designed in Advanced Design System (ADS) software. The model replicates a one-port airline measurement system and allows for simulation of typical measurement scenarios including different residual error levels. The simulated airline measurement data is used to validate the proposed uncertainty assessment algorithm and to find the right gating window in the Fourier analysis. One of the main analysis results for 3.5 mm precision connectors is that airlines of $15-\mathrm{cm}$ length should be used in uncertainty analysis of calibrated one-port VNAs using the Fourier analysis method. For short airlines the frequency dependence of the residual errors and airline termination lead to much higher estimated VNA uncertainties.


Index Terms-S-parameter, VNA, VNA calibration, VNA verification, airline, ripple technique, residual error, assessment technique.

## I. Introduction

Vector Network Analyzers (VNAs) are the key tools for Sparameter measurements needed in for example precision network analysis. Technological advancements have resulted in the development of a new generation of VNAs with measurement capabilities far beyond those of their predecessors. Besides the availability of these state-of-the-art VNAs, much improvement has also been achieved recently in the fabrication and characterization of devices used to calibrate VNAs. This two-fold progress paves the way to a significant improvement of the uncertainties achieved in Sparameter measurements. However, such an improvement not only requires better hardware but also calls for a re-assessment and improvement of existing uncertainty evaluation methods. The method outlined in the present EURAMET guideline on the uncertainty evaluation of vector network analyzers [1] is not applicable for the frequency range currently covered with new generation of VNAs and the uncertainties presently achieved. Therefore new uncertainty evaluation methods need to be developed in order to fully exploit the capabilities of the latest generation of VNAs.

This work was funded through the European Metrology Research Program (EMRP) Project SIB62 'Metrology for New Electrical Measurement Quantities in High-frequency Circuits' and the Dutch Ministry of Economic Affairs. The EMRP is jointly funded by the EMRP participating countries within EURAMET and the European Union.

One particular new approach in VNA uncertainty evaluation, outlined in [2] and [3], belongs to the 'ripple' class and relies on elaborative signal processing techniques using Fourier analysis. However, the actual applicability of such Fourier-based methods in S-parameter measurements so far is severely hindered by unknown interaction of different residual VNA errors in the time domain. It is the aim of this paper to provide more insight in the effect of such residual errors and to find the best way for achieving high accuracy in Fourierbased VNA uncertainty evaluations.

The structure of the paper is as follows. After a short description of the process and error parameters in one-port VNA calibration, the method for measurement of the residual errors is presented, followed by an explanation of the basic analysis algorithm. The core of the paper is the description of a system-level model of a VNA, built in Advanced Design System (ADS) software. Through this model known residual errors are induced in the calibration of the VNA and their effect on system-level airline ripple measurements is determined via simulations. Based on the results of different simulation scenarios, the most suitable measurement technique is proposed for investigation of the residual uncertainty of each VNA error-term, as well as the best parameter settings in the uncertainty assessment algorithm. Finally, an indication is given of the best achievable uncertainties in VNA calibrations using the proposed method.

## II. VNA ONE-PORT CALIBRATION

The one-port re-presentation of a VNA is based on the three error-term model. The parameters in this model are determined via a calibration using the short-open-load (SOL) method, see figure 1a. The SOL method relies on the use of three calibration devices with known electrical properties $\Gamma_{i}$, resulting in three independent measurements $\Gamma_{\text {meas }(i)}$ with three unknown error-terms, which are calculated using the following equation:

$$
\begin{align*}
& {\left[\begin{array}{lll}
1 & \Gamma_{1} \cdot \Gamma_{\text {meas }(1)} & -\Gamma_{1} \\
1 & \Gamma_{2} \cdot \Gamma_{\text {meas }(2)} & -\Gamma_{2} \\
1 & \Gamma_{3} \cdot \Gamma_{\text {meas }(3)} & -\Gamma_{3}
\end{array}\right] \cdot\left[\begin{array}{c}
e_{00} \\
e_{11} \\
\Delta
\end{array}\right]=\left[\begin{array}{c}
\Gamma_{\text {meass }(1)} \\
\Gamma_{\text {meas }(2)} \\
\Gamma_{\text {meas }(3)}
\end{array}\right]}  \tag{1}\\
& \Delta=e_{00} e_{11}-e_{10} e_{01}
\end{align*}
$$

Here, the error-terms $e_{00}, e_{11}$, and $e_{10} e_{01}$ respectively represent directivity, source match, and reflection tracking of the calibrated VNA. The reflection coefficient $\Gamma$ at the $\dot{r}_{1}$ calibration reference plane (see figure 1) can then be calculated using equation (2):

$$
\begin{equation*}
\Gamma=\frac{\Gamma_{\text {meas }}-e_{00}}{e_{10} e_{01}+e_{11} \cdot\left(\Gamma_{\text {meas }}-e_{00}\right)} \tag{2}
\end{equation*}
$$

The uncertainty in the electrical properties of the calibration devices propagates as residual errors in the error terms of the VNA. These residual errors for of each error term can be described as:

$$
\begin{align*}
e_{00} & =\mathrm{e}_{00}^{\prime}+\varepsilon_{00} \\
e_{11} & =\mathrm{e}_{11}^{\prime}+\varepsilon_{11}  \tag{3}\\
e_{10} e_{01} & =\mathrm{e}_{01}^{\prime} \mathrm{e}_{10}^{\prime}+\varepsilon_{10}
\end{align*}
$$

with $\mathrm{e}_{00}^{\prime}, \mathrm{e}_{11}^{\prime}$ and $\mathrm{e}_{01}^{\prime} \mathrm{e}_{10}^{\prime}$ representing the error-free directivity, source match, and reflection tracking of the calibrated VNA respectively and $\varepsilon_{00}, \varepsilon_{11}$ and $\varepsilon_{10}$ their respective residual errors. These residual errors impact the accuracy of the reflection coefficient measurement values. Therefore, the sensitivity of the reflection coefficient at the calibration reference plane $\dot{r}_{1}$ is investigated for such errors. For a typical one-port calibration of a VNA, the following approximations hold: $e_{00}, e_{11} \approx 0$ and $e_{10} e_{01} \approx 1$. The sensitivity coefficients can then be derived as follows [4]:

$$
\frac{\partial \Gamma}{\partial e_{00}} \approx-1 \quad \frac{\partial \Gamma}{\partial e_{11}} \approx-\Gamma_{\text {meas }}^{2} \quad \frac{\partial \Gamma}{\partial e_{10} e_{01}} \approx-\Gamma_{\text {meas }} \text { (4) }
$$

The uncertainty in the directivity $\varepsilon_{00}$ is the most dominant uncertainty term in reflection coefficient measurements of matched devices. The exact contribution of the uncertainties in $\varepsilon_{11}$ and $\varepsilon_{10}$ strongly depends on the magnitude of the reflection coefficient being measured. In practice, these uncertainties only contribute for highly mismatched devices such as short and open circuit devices.

## III. Measurement of Uncertainty Terms

The measurement of the VNA uncertainty terms via the airline ripple assessment technique relies on the fundamental assumption of extending the measurement reference plane of a calibrated VNA, see figure 1 b . Through this technique, VNA residual errors become visible in the measured reflection coefficient. In practice this measurement is performed using a precision bead-less airline with a suitable electrical length. The second port of the airline is terminated with a suitable one-port device. In figure 1a the complete system-level flowgraph of one-port airline measurement is shown schematically.

The complete VNA calibration process is as follows. First, the VNA is calibrated up to reference plane $\dot{r}_{1}$ using the SOL calibration method. The error-terms of the VNA account for
the errors up to this point. The subsequent use of a precision airline is assumed to extend the measurement reference plane up to the reference plane $\mathbf{r} 2$. The extension of the measurement reference plane increases the phase in each residual error of the measurement system. This induced phase shift causes a circular rotation of the error vector, which results in visible ripple in the reflection coefficient of an airline measurement. The magnitude of the error vector serves as a measure for the uncertainty component of the respective residual error of the measurement system.


Figure 1. (a) Flow-graph of reflection coefficient measurement of a coaxial airline with its $2^{\text {nd }}$ port being terminated using a one-port device. Parameter ŕl serves as the calibration reference plane and ŕ2 denotes the second reference plane at the $2^{\text {nd }}$ port of the airline. (b) A flow-graph of residual error components, separated as result of additional time delay caused by the airline. (c) Time domain representation of the residual errors as function of displacement caused by the airline.

The problem of this method is that the sensitivity coefficients derived via equation (4) exhibit correlation between the different residual error terms. It thus is impossible to assess each individual residual uncertainty in the frequency domain. To allow for an orthogonal analysis of the VNA residual uncertainty, a time-domain analysis technique is proposed using Fourier transforms [3].

One of the well-known problems with the application of Fourier transforms of S-parameter frequency signals into the time domain is that frequency dependence of the different VNA error terms results in interaction in the time domain. So in order to achieve reliable results with good uncertainty, the time-domain analysis technique should carefully take into account these interactions between different components. The
origin of the interaction lies in the frequency dependence associated with all VNA residual uncertainties, the properties of the precision airline and of the one-port device used to terminate the airline. A complicating factor is that any significant change in the frequency response of these components changes its interaction with other components in the time-domain representation of the measurement as well.

The second important parameter to be considered by the analysis technique is the length of the precision coaxial airline. As shown in figure 1 b the Fourier transform into the timedomain in principle allows for separation of the VNA residual errors. The distance between the errors in the time domain is determined by the length of the precision airline, see figure 1c. Whereas one thus at first instance might aim to use very long length airlines, in practice the length of metrology-grade airlines is limited in order to meet all tolerance limits in the dimensional parameters defining the airline. It therefore is important to evaluate to what extent the errors can still be separated in the time domain for practical airline lengths.

For evaluation of the $\varepsilon_{00}$ term a matched $50 \Omega$ device is used to terminate the airline. As explained in the previous section, in this case the contribution of the residual terms $\varepsilon_{11}$ and $\varepsilon_{10}$ can be ignored. The $\varepsilon_{11}$ uncertainty of source-match error term is evaluated using a high-reflect standard, such as a short-circuit device. The source-match uncertainty term requires an additional correction for the tracking term (see figure 4).

For correct assessment of the residual errors the geometry of the airline connectors is important as well. Any unknown discrepancy in the connection between the test-port and the airline connector will directly propagate in $\varepsilon_{00}$. Since it is not possible to separate this error in the time domain, prior knowledge of the airline connectors is necessary. Thus, for a precise evaluation of the effect of residual errors to VNA uncertainties, an airline with high-precision connectors and small dimensional parameters tolerances is required.

Table 1 shows the VNA measurement frequency settings for a series of different coaxial connectors. Note that it is important to have constant frequency steps over the complete frequency range to allow for correct Fourier transform of the measurement data.

Table I. VNA Frequency parameter Settings

|  | Frequency [GHz] |  |  |
| :---: | :---: | :---: | :---: |
| connector | $\min -\mathbf{m a x}$ | step | points |
| N | $0.025-18.0$ | 0.025 | 720 |
| 3.5 mm | $0.025-33.0$ | 0.025 | 1320 |
| $2.92 \mathrm{~mm}(\mathrm{~K})$ | $0.025-40.0$ | 0.025 | 1600 |
| 2.4 mm | $0.025-50.0$ | 0.025 | 2000 |
| 1.85 mm | $0.025-65.0$ | 0.025 | 2600 |

## IV. ANALYSIS ALGORITHM

Time domain representation of the measurement data possesses some distinct advantages in comparison with frequency domain representation. It enables orthogonal analysis of desired error components as a function of time delay. This property is exploited in the proposed algorithm, where the frequency domain measurement data undergoes a number of signal processing steps for accurate evaluation of the desired residual uncertainty term.

The general approach of the algorithm is depicted in figure 2. First the signal is transformed into the time domain, enabling separation of the desired error component. Then gating is applied to extract the desired component from the time domain trace which is subsequently transformed back into the frequency domain. The frequency domain representation of the residual error finally is used as a measure to quantify the analyzed uncertainty term.


Figure 2. Flow-chart of the residual error analysis algorithm.

In the practical implementation of the algorithm, a Fourier transform is applied to convert the frequency signal into the time domain and vice versa. Standard FFT and IFFT functions in Matlab software are used for this Fourier transformation. The frequency domain measurement is performed with frequency settings as shown in table 1 for each connector type suitable for measurements up to 67 GHz .

As already mentioned above, the desired residual error component is extracted from the time domain trace using gating functions. Due to the frequency dependent response of the residual terms and the limited width of the gating function, side lobes are induced at the outer edges of the extracted residual term. In our algorithm, a number of different gating windows are considered, such as a rectangular window [5], Hamming window [5], Nutall window [6], and combined
rectangular Nutall window (RN), in order to find the optimal window response for our application.

## V. System Level Simulation

For finding the best VNA measurement parameters as well as the best settings in the analysis algorithms, a system-level model of the measurement system is designed in Advanced Design System (ADS) software. The model is used to replicate an airline measurement connected to a calibrated one-port VNA. With known residual errors induced in the calibration of the VNA, a simulation of the airline measurement is used to generate reference data for validation of the signal processing algorithm.

The VNA model is based on the two sampler architecture as shown in figure 3. The samplers are assumed to be ideal and imperfections due to down-conversion hardware are not considered. First, the one-port VNA system model is calibrated using the SOL method based on ideal calibration devices. This results in nominal system error terms represented by cascade e-term matrix [ $\mathrm{E}_{\text {ideal }}$ ]. A second calibration of the VNA is performed using non-ideal calibration devices, by introducing known errors to the ideal reference data of the three (SOL) calibration devices. This results in a new set of system error terms $\left[\mathrm{E}_{\text {cal }}\right]$. This second set of error-terms includes the residual error for each VNA error-term. Finally, using the error-free $\left[\mathrm{E}_{\text {ideal }}\right]$ e-terms and the error-prone $\left[\mathrm{E}_{\text {cal }}\right]$ e-terms the VNA residual errors $\left[E_{\text {error }}\right]$ can be computed as follows:

$$
\begin{gather*}
{\left[E_{\text {error }}\right]=\left[E_{\text {ideal }}\right]-\left[E_{\text {cal }}\right]}  \tag{5}\\
\text { With }[E]=\left[\begin{array}{cc}
\Delta & \mathrm{e}_{00} \\
-\mathrm{e}_{11} & 1
\end{array}\right] \text {, see (1). }
\end{gather*}
$$

As already indicated in section III, a well-known drawback associated with the application of Fourier transform technique for S-parameter uncertainty assessment is interaction between the different components in the time domain representation of the VNA measurement data. This effect is caused by frequency dependent response of the components, such as VNA residual errors, airline connectors, and the device used to terminate the airline. The length of the airline plays a crucial role as well as it increases the spacing between different error components in the time domain representation.

The VNA model simulations are used to investigate the uncertainty assessment limitations caused by this time-domain interaction of different components present in the measurement system. The particular VNA model for the simulation results presented here is based on the measurement system as used for measurements in 3.5 mm coaxial connectors with a maximum measurement frequency of 33 GHz (see table 1 for the exact frequency settings).


Figure 3. A system-level block diagram of (a) one-port VNA based on two sampler architecture calibrated using the SOL method. (b) airline ripple measurement using precision coaxial airline. ŕl denotes the reference plane determined with the SOL calibration and r 2 denotes the new reference plane set by the coaxial airline. a and b denote VNA outgoing and reflected waves.

For assessment of the $\varepsilon_{00}$ directivity uncertainty term, an airline ripple measurement is simulated with a $50-\Omega$ load as airline termination. In figure 4 the resulting time domain signals of the airline ripple simulations are shown, with $\varepsilon_{00}$ marked as A . The simulations are performed for a $5-\mathrm{cm}$ and $15-\mathrm{cm}$ long airline. For each airline two simulations are performed: one with frequency independent, constant, residual errors and airline termination, and one with frequency dependent residual errors and airline termination, such as typically found for $3.5-\mathrm{mm}$ coaxial devices. The three different VNA error terms as defined in equation 3 are indicated in the time domain traces with $\mathrm{A}, \mathrm{B}$, and C respectively. Note that the derivation of $\varepsilon_{10}$ and $\varepsilon_{11}$ from peak B and C require some additional correction terms.

In a similar way, the source-match uncertainty $\varepsilon_{11}$ is assessed using airline ripple simulated with a high-reflect short for termination of the airline. In figure 5 the resulting time domain representation of the airline ripple simulations are shown, with $\varepsilon_{11}$ marked as C. Again the results of four simulations are shown, for two difference airline lengths and for both constant and frequency dependent errors and airline termination.

As expected, the results in figures 4 and 5 clearly show the increased distance between the error terms for the $15-\mathrm{cm}$ airline with respect to the $5-\mathrm{cm}$ airline. The major new finding of the simulations is that the results show the very significant effect of the frequency dependence of residual errors and airline termination. Especially for the $\varepsilon_{11}$ assessment using the high-reflect short and a $5-\mathrm{cm}$ airline, the effect is considerable: uncertainty measurement is limited to above the -50 dB level, typical for present VNA uncertainties, making the $\varepsilon_{11}$ error essentially indiscernable in the time trace.

(a)
b)

Figure 4. Time-domain representation of the airline ripple measurement simulation, for frequency-independent, constant, residual errors and airline termination (red line) and for frequency-dependent errors such as typically found in practice. The airline is terminated with a matched $50 \Omega$ device. (a) Airline simulation is performed with a $15-\mathrm{cm}$ long airline. (b) Airline simulation results for a $5-\mathrm{cm}$ long airline. Error terms are marked with A, B, and C.

## VI. RESULTS \& DISCUSSION

Simulation data for configuration described in figure 4 is analyzed for assessment of $\varepsilon_{00}$ uncertainty using the proposed signal processing scheme. Discrepancies caused by interaction between uncertainties and airline termination reduces assessment accuracy, see figure 4 and 5 . Accuracy of the algorithm is significantly reduced due this interaction between uncertainties, when compared with results of a measurement system with frequency independent residual errors, see figure 4 and 5 . Assessment errors of directivity uncertainty $\varepsilon_{00}$ are shown in figure 6a for 15 cm and 5 cm long airlines. Airline terminated with a short device results in much higher assessment error and is not suitable for evaluation of $\varepsilon_{00}$ uncertainties realized.


Figure 5. Time domain representation of the airline ripple measurement simulation, for frequency-independent, constant, residual errors and airline termination (red line) and for frequency-dependent errors such as typically found in practice. The airline is terminated with a high reflect short device. (a) Airline simulation is performed with $15-\mathrm{cm}$ long airline. (b) Airline simulation results for $5-\mathrm{cm}$ long airline. Error terms are marked with A, B, and C.

Source match uncertainty $\varepsilon_{11}$ assessment results are shown in figure 6 b . Simulation data for configuration described in figure 5 is analyzed using the proposed signal processing scheme. The airline was terminated with a frequency dependent short device. The algorithm assessment accuracy decreases for the shorter airline.

The response of the gating window introduces side lobes in the evaluated uncertainty component. A number of gating windows were considered in the analysis and best results were found for a rectangular window with window transition as that of a Nutall window (RN). This effect can be reduced by extrapolation of the data before transformation of the evaluated uncertainty component back to the frequency domain.


Figure 6. A comparison between the induced and assessed residual errors is shown for airline of 5 cm and 15 cm electrical length. The residual errors are induced in the VNA calibration using the ADS based model of the measurement system. (a) Directivity uncertainty $e_{00}$ is determined using a typical frequency dependent 50 ohm termination. (b) Source match uncertainty $e_{11}$ is measured using a frequency dependent short termination.

## VII. Conclusions

A study has been performed on the suitability of Fourieranalysis based evaluation of the uncertainties of VNAs. A major concern with the use of Fourier techniques for VNA uncertainty assessment purposes is the interaction between different uncertainty sources. Such interactions can easily lead to incorrect representation of the uncertainty by analyzed terms resulting from the Fourier analysis.

To assess the uncertainties of calibrated VNAs using Fourier transforms, a complete system-level model is designed of a one-port VNA. The model simulates an airline measurement using a calibrated VNA with different airline termination devices. The model has been used to investigate the interaction between the uncertainty sources due to
frequency dependency of the residual VNA error terms and airline termination, as well as the impact of the airline length on the accuracy of the analysis algorithm.

The results of the simulations in 3.5 mm connector for frequencies up to 33 GHz show that the frequency response of the residual VNA error terms and airline termination indeed greatly influence the magnitude of the VNA uncertainty terms. However, it appears that the length of the airline can play a crucial role in reducing this effect: longer airline lengths results in larger spacing between different error components in the time trace of the airline ripple measurements.

The simulations further show that for directivity uncertainty $\varepsilon_{00}$ assessment the best accuracy is achieved for $50-\Omega$ device termination of the airline, whereas the best results for the source match uncertainty $\varepsilon_{11}$ assessment are achieved with a high-reflect short termination. Especially for accurate source match uncertainty $\varepsilon_{11}$ determination the airline should be as long as possible; the simulation results achieved for a commercially available metrology grade airline of $15-\mathrm{cm}$ length is very significantly better than used for a $5-\mathrm{cm}$ long airline.
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#### Abstract

In this paper, we present some preliminary results from evaluation and validation of a national WR-15 (50 to 75 GHz ) power measurement system, which has been upgraded for thermistor sensor (thermistor mount) measurements recently. The system is a physical realization of direct comparison transfer technique for microwave power sensor calibration. It has been evaluated and validated referring to a WR-15 microcalorimeter measurement system. Good performance has been observed preliminary, and some necessary improvement works have been planned in near future.


Index Terms - Direct comparison transfer, microcalorimeter, power measurement, thermistor mount.

## I. INTRODUCTION

Recently, a trilateral comparison of WR-15 (50 to 75 GHz ) waveguide power sensor measurement and calibration has been planned to be performed among the National Institute of Metrology (NIM) of China, the National Institute of Standards and Technology (NIST) of USA, and the National Metrology Centre (NMC) of the Agency for Science, Technology and Research (A*STAR) of Singapore in 2014. The main motivation of this trilateral comparison is a desire to demonstrate the precision measurement capabilities and validate the equivalence of WR-15 power sensor calibration at the three National Metrology Institutes (NMIs). This exercise is also meaningful because, to the best of our knowledge, there is only one international key comparison with the same waveguide size which was performed about 15 years ago, but only at 62 GHz [1].

For this comparison, commercially available temperaturecompensated thermistor mount, Hughes $45774 \mathrm{H}-1100$, has been planned as the traveling standard. For its measurements, NIM and NIST will use their own-designed and wellestablished WR-15 microcalorimeter [2-4]. However, the measurement system at NMC, A*STAR was previously developed for the diode sensor (e.g., V8486A power sensor) measurements [5], and therefore the system needs to be modified slightly for measuring the thermistor mounts. Correspondingly, the measurement uncertainty also needs to be re-evaluated.

In this paper, preliminary results from evaluation and validation (i.e., a pre-comparison system checking) of the
improved/modified WR-15 power sensor measurement system at NMC, A*STAR will be discussed and presented.

## II. Measurement Methodologies

## A. Measurement System at NMC, $A * S T A R$

NMC, A*STAR uses a typical measurement setup [5-6] implemented with a direct comparison transfer technique which was proposed by the NIST [7]. The schematic diagram of the calibration system is shown in Fig. 1(a). The reference standard (with a calibration factor $K_{S T D}$ ) is measured on Port 2 of a directional coupler which is used to minimize the source mismatch of a microwave synthesizer [8], and then replaced with the device under test (DUT). A monitoring power sensor is connected to Port 3 of the coupler for power leveling.

The calibration factor $K_{D U T}$ of the DUT can be determined through,

$$
\begin{equation*}
K_{D U T}=K_{S T D} \times \frac{P_{D U T}}{P_{S T D}} \times \frac{P_{3 S T D}}{P_{3 D U T}} \times \frac{\left|1-\Gamma_{D U T} \Gamma_{E G}\right|^{2}}{\left|1-\Gamma_{S T D} \Gamma_{E G}\right|^{2}} \tag{1}
\end{equation*}
$$

Here, $P_{D U T}$ and $P_{3 D U T}$ are the powers measured at Port 2 using the DUT and that at Port 3 using a monitoring power sensor respectively. $P_{S T D}$ and $P_{3 S T D}$ are the powers measured at Port 2 using the reference standard and that at Port 3 using the same monitoring power sensor. $\Gamma_{S T D}$ is the reflection coefficient of the reference standard, and $\Gamma_{D U T}$ is the reflection coefficient of the DUT. $\Gamma_{E G}$ is the equivalent source match term of Port 2 [9], and equal to

$$
\begin{equation*}
\Gamma_{E G}=S_{22}-\frac{S_{21} S_{32}}{S_{31}} \tag{2}
\end{equation*}
$$

where $S_{i j}(i, j=1,2$ or 3$)$ are the scattering parameters of the directional coupler. A more detailed description of eq. (1) can be obtained in [6-7], and the derivation of eq. (2) can be found in [9]. As introduced in [5], the existing system at NMC, A*STAR was developed for measuring the diode sensor (i.e., V8486A waveguide power sensor) with an Agilent EPM series power meter.


Fig. 1. Calibration of a thermistor mount by the method of direct comparison transfer using a coupler at NMC, A*STAR.

For this trilateral comparison, a temperature-compensated thermistor mount, Hughes 45774H-1100 which is provided by NIM, China has been selected as the traveling standard due to its good stability and then works as the DUT in this study.

The existing system at NMC, A*STAR therefore has to be slightly modified. A HP432A power meter is used together with the thermistor mount as shown in Fig. 1. Its recorder output is connected to a HP34401A multimeter for automatic data recording.

## B. Measurement Methods at NIM/NIST

The thermistor mount is tested and calibrated at NIM/NIST using a microcalorimeter system which serves as a primary power standard at many NMIs. The microcalorimeter measures the effective efficiency $\eta_{e}$ of a mount, through determining the ratio of the changes in the direct current (DC) power (or DC substitution power) to the absorbed millimeterwave power.

The effective efficiency $\eta_{e}$ of the thermistor mount (Hughes $45774 \mathrm{H}-1100$ in this study) at each frequency of interest can be calculated using the following recommendation,

$$
\begin{equation*}
\eta_{e}=\mathrm{g} \frac{1-\left(\frac{V_{2}}{V_{1}}\right)^{2}}{\frac{e_{2}}{e_{1}}-\left(\frac{V_{2}}{V_{1}}\right)^{2}} . \tag{3}
\end{equation*}
$$

Here $V_{1}$ and $e_{1}$ are the output voltages of the power meter and thermopile with only the DC applied to the mount, and $V_{2}$ and
$e_{2}$ are the same voltages with both the RF and DC applied. The detailed derivation of eq. (3) can be obtained in [10].

As discussed in [3-4], g in eq. (3) is the correction factor of the microcalorimeter, and can be measured and characterized through inserting a foil short between the test port and the DUT in the microcalorimeter. Moreover as reported in [4], the correction factor $g$ is the main uncertainty contribution for the effective efficiency measurements using a microcalorimeter.

Furthermore since the reference standard at NMC, A*STAR (V8486A waveguide power sensor) has a traceable calibration factor $K_{S T D}$, the calibration factor $K_{D U T}$ of the thermistor mount is therefore used for performance evaluation. $K_{D U T}$ can be obtained through

$$
\begin{equation*}
K_{D U T}=\eta_{e}\left(1-\left|\Gamma_{D U T}\right|^{2}\right), \tag{4}
\end{equation*}
$$

in terms of the effective efficiency $\eta_{e}$ and the reflection coefficient $\Gamma_{\text {DUT }}$ of the thermistor mount (i.e., the DUT).

## III. Preliminary Results and Analysis

Some preliminary measurement results (calibration factor $K$ ) for the Hughes thermistor mount have been shown in Fig. 2, with the associated expanded uncertainty at a level of confidence of approximately $95 \%$. The results have found to be agreed well with the historical data of this thermistor mount maintained and kept at NIM, China, using their own designed WR-15 microcalorimeter measurement system.

The analysis of uncertainty sources shows that, currently uncertainty of the traceable reference standard is one of the


Fig. 2. Measurement results of calibration factor and its expanded uncertainty for a Hughes thermistor mount.
major uncertainty contributions. The standard uncertainty of the reference standard is from $0.95 \%$ to $1.25 \%$, depending on the frequency. Another major uncertainty contribution is from the HP432A power meter. Its recorder output used in this study has an accuracy of $0.5 \%$ [11].

Therefore to improve the performance of the calibration system using direct comparison transfer technique at NMC, A*STAR (a relatively economical calibration method for measuring the thermistor mounts comparing to the microcalorimeter method), the uncertainty of the reference standard can be much improved. Moreover through using other outputs, the accuracy of HP432A power meter could achieve up to $0.2 \%$ and will be applied later.

## IV. CONCLUSION

In this paper, some preliminary results for evaluating and validating a national WR-15 ( 50 to 75 GHz ) power sensor measurement system at NMC, A*STAR were reported.

The existing system has been upgraded for calibrating the thermistor sensors. A thermistor mount, Hughes 45774H-1100 was tested for performance evaluation of the improved system, referring to a WR-15 microcalorimeter at NIM, China. Good performance has been observed preliminary with some improvement plans suggested in the near future.
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#### Abstract

The design and calibration of a Near-Field Scanning Microwave Microscope (NSMM) for measurement of permittivity and loss on the small scale are described. The instrument described uses a wire probe that is electromagnetically coupled to a resonant cavity. Using an electrostatic model based on image charges (Gao and Xiang 1998) permittivity and loss may be determined. The paper describes progress in two specific areas: (i) The implementation of an optical beam-deflection method for obtaining contact mode between the probe tip and specimens. (ii) Improvements to the calibration process to improve the traceability and accuracy of the measurement of loss by using the Laplacian 'complex 'frequency' in the image-charge model. This is demonstrated by measurements on polar liquids.


Index Terms - Dielectric measurement, microwave microscope, complex frequency.

## I. InTRODUCTION

A Near-Field Scanning Microwave Microscope (NSMM) can be used for obtaining images of dielectric permittivity or microwave conductivity on the micron scale [1-6]. NSMMs have found applications in the electronics industry, and in combinatorial studies for the development of new functional materials and low-loss electroceramics [7]. There are two main types of NSMM, both based on a probe that makes contact with specimens: (1) Instruments that measure the complex reflection coefficient of the probe directly, and (2) instruments that measure the perturbation of the resonant frequency and Q-factor of a cavity coupled to the probe. To set the work in context, we provide a brief overview of each type:
(1) By using a Vector Network Analyzer (VNA), the complex reflection coefficient of a sharp probe with a matching network is measured. A microscope working on this principle would normally be integrated with an AFM to allow scanning in contact mode. Such instruments are described in a recent and thorough review [1]. A typical application is for imaging the microwave conductivity of semiconductors at the nanometer scale. They are not well-suited for measurement of permittivity as stray capacitances associated with the AFM cantilever are difficult to compensate for, although there has been significant progress in developing methods of calibration [6][8].
(2) Permittivity and loss are determined from shifts in the resonant frequency and Q -factor of the resonator. The probe can be a wire, or a sharpened stripline [5][9] (which may be self-resonant with no separate cavity). A calibration procedure, based on measurement of reference specimens that are highly polished and uniform on the small scale, is required. An electrostatic analysis, based on an image-charge analysis of a conducting sphere in proximity to a dielectric lamina [2][10], can be used to relate the shifts in resonant frequency and Q factor to permittivity and loss.

The NSMM which is described in this paper is of the cavity perturbation type (Fig. 1), using wire probes with a spherical tip approximately 0.1 mm in diameter. Using such probes measurement resolution is on the micron scale (which is significantly smaller than the tip diameter as the field is concentrated in the region closest to specimens, especially when the permittivity is high). One of the main motivations for this work was to make an instrument that offers accurate and traceable measurements of dielectric loss, for which two main problems can be identified: (i) limitations in the electrostatic theory [2] are apparent (particularly for high-loss materials for which it was not designed), (ii) suitable solid calibration reference specimens that have significant loss have yet to be identified. In this paper a new design of NSMM, new calibration algorithms, and the use of polar liquids as calibration reference materials are described. The use of a Laplacian 'complex-frequency' in the calibration and calculation of results for the first time enables accurate measurements of the loss of high loss materials.


Fig. 1: Coaxial cavity with wire probe. The top of the cavity is sloped to allow the gap between tip and specimens placed above to be observed by using a camera system to assist setting up.


Fig. 2: Schematic of the NSMM (with tuning fork system for obtaining contact mode).

The paper is arranged as follows: in Section II, an overview of the design of the microscope is presented. This is based on raster scanning to allow images to be obtained. Instrumentation is required to obtain contact mode with minimal pressure between specimens and the probe tip (this is needed during scanning and calibration). As this is the most technically demanding part of building a microscope it is discussed in some detail (Section II). Calibration processes and some initial results are described in Sections III and IV. The results are analyzed in Section V, and Section VI is the Conclusion.

## II. OvERVIEW OF THE NSMM

The NSMM (Fig. 2) is built into an acoustically-shielded chamber with an active anti-vibration table. The combined power supply and control unit for the anti-vibration table is located externally to reduce temperature rises inside the chamber. Physik Instrumente (PI) type M-605 X \& Y motorized stages with $0.3 \mu \mathrm{~m}$ resolution allow large area scans ( $50 \times 25 \mathrm{~mm}$ ). Coarse control of the separation between the specimen and probe tip is provided by means of a motorized Z stage (range $0-12.5 \mathrm{~mm}$ ). Fine-scale movement $(100 \times 100 \times 10 \mu \mathrm{~m})$ of the specimens is provided by a three-axis closed-loop piezo stage (PI 733.3CD). The Z-axis of the piezo can be controlled by means of a control loop using external circuitry to maintain contact mode. The movement range of the Z axis of the piezo stage is only $10 \mu \mathrm{~m}$, so if the control loop should become unlocked it is unlikely that significant
damage will occur. All of the stages have capacitive feedback sensors to allow positions to be read by the control computer using the GPIB.

Specimens are attached to a microscope slide using acetonesoluble wax (glycol phthalate, trade name 'Quartz' wax). Small magnets are used to attach this to the piezo XYZ stage. Several specimens (including calibration specimens) can be secured to the microscope slide. The strategy used in the control software is that measurement positions are set up manually and stored by the software for reuse. This is achieved by using a joystick attached to the PI C-848 motor controller to set Z-axis height and a CCD camera with a zoom lens to view the tip and specimen. The motorized XYZ stages can be moved to any of the memorized positions using buttons on the software interface. This enables measurements to be made in the minimal amount of time (to reduce drift) and with minimal disturbance to the system. The motorized Z stage can be raised in micrometer steps via the software user-interface to allow the user to adjust the specimen/tip separation.

The cavity resonant frequency and Q-factor are obtained by fitting swept measurements of complex transmission coefficient (typically at 51 frequencies) to a resonance model [11]. These measurements are made using a Vector Network Analyzer (VNA). To improve accuracy, the leakage vector, which accounts for signal paths between the two ports of the VNA that bypass the resonant circuit, is a fitted parameter.

## A. Cavity and probe tip design

In this paper the resonator is a quarter-wave cavity. The wire probe passes through a small hole $(1-\mathrm{mm} \varnothing)$ in the cavity lid. Experiments have shown that the wire must be placed centrally in the hole, otherwise the microwave Q -factor is much reduced. The probe's spherical tip was formed by electro-discharge machining (EDM) [12]. A spherical tip is chosen as this is calculable geometry by the image-charge technique (Section III). The surfaces of the EDM probe tips are of high quality, which is important in this application. In the work described the tip diameter was 0.18 mm .

Image scans are made in contact mode. Unlike AFM systems, in which contact mode can be obtained using weight under gravity, this requires an active system to be implemented. In the experiment which is the subject of this paper, it is obtained by detection of shear-force interaction [13-15] between the tip and specimen using a highly-sensitive detector. For measurements in an air atmosphere, a thin layer coating of water [13] is the most likely cause of the shear force. The observed range of interaction is $\sim 10 \mathrm{~nm}$. The piezo controller (PI E-710) is used to control the Z-axis of the piezo stage in closed-loop mode using an 'error voltage' that is normally derived by reference to a built-in distance sensor (resolution 0.3 nm ). Under GPIB control, the controller can be switched so that the source of the error voltage is an input socket on the panel of the instrument, which is connected to the shear force detector. Therefore a subsystem that maintains contact mode can be constructed. Once contact mode has been established, the corresponding reading of the $Z$ axis of the piezo stage can be obtained from the distance sensor.

Two systems were devised for shear-force detection: a tuning fork system [16] and an optical beam deflection system [14]. Both use a low-frequency synthesizer (Yokogawa FG200) to supply a sine-wave signal, and a lock-in amplifier as a detector. The output signal is connected to the piezo controller. By adjustment of the output DC offset of the lockin amplifier and the synthesizer frequency, a 'lock' to contact mode can be established. Low mechanical Q-factors ( $\sim 150$ ) are obtained.

## B. Shear-force detection with a tuning fork

In the initial phases of this work, a tuning-fork [1][16] was used for detecting the shear force. This makes use of a (nominally) 32.7 kHz quartz-crystal watch tuning fork (IQD type XTAL002995). The can of the tuning fork must be removed (with the aid of a needle file) to produce a bare fork. In the authors' design, the wire probe is mechanically coupled to one prong of the tuning fork by means of a strip of polymer which is secured with cyanoacrylate adhesive (Fig. 3). Shear force caused by close proximity of the probe tip and specimens raises the frequency of the tuning fork resonance and reduces its Q-factor.


Fig. 3: Top view of the tuning fork assembly. In practice, the fork must be slightly tilted to provide adequate clearances.


Fig. 4: Bridge and amplifier circuitry [16] for detection of shear force using a tuning fork.


Fig. 5: Dimensions of tuning fork and probe assembly (diagram based on reference [17]).

This can be detected as a change in impedance by means of a simple bridge circuit (Fig. 4) driven at a constant frequency [16]. Similar structures are used in Scanning Near-field Optical Microscopy (SNOM) [17]; however for a microwave microscope the probe tip should ideally be separated from the tuning fork (which is metallized and will therefore cause disturbance to the fields). Satisfactory operation requires the probe to have a vibrational mode which resonates at almost the same frequency as the tuning fork assembly [17], i.e. $\sim 32 \mathrm{kHz}$. This is a significant disadvantage as the design of the microwave cavity does not easily allow an adjuster for tuning the mechanical resonant frequency of the probe to be implemented. The elasticity, dimensions and positioning of the polymer strip (Fig. 5) are critical; our most successful design used a strip (cross-section $0.3 \times 0.3 \mathrm{~mm}$ ) cut from heatshrink tubing. For a probe made from tungsten wire $0.13-\mathrm{mm}$ diameter, successful assemblies could be made with approximate dimensions $D_{1}=D_{2}=D_{4}=d_{1}=2.5 \mathrm{~mm}$ and $\mathrm{d}_{2}=0.2 \mathrm{~mm}$. To obtain a strong resonance $\mathrm{d}_{2}$ must be as short as practicable. For dielectric resonator cavities, the wire can be anchored into the hole in the cavity lid by placing it concentrically and filling the gap with adhesive. For coaxial cavities, it is attached to the inner-conductor inside the cavity, but if it is necessary to shorten the length $d_{1}$ to change the resonant frequency it can also be secured to the lid. It was not possible to control dimensions accurately enough to produce a repeatable and reliable fabrication process by hand-assembly techniques. However, the design does have one very useful aspect; the tuning fork signal is observed to be remarkably unaffected by external vibrations.

## C. Shear force detection by optical beam deflection

On account of the difficulty of obtaining working tuningfork assemblies, it was decided also to implement an optical beam-deflection system [14]. This uses optical detection of resonances in a cantilever, which are excited by a piezoelectric actuator (referred to as a dither piezo). Talanov et al [5] use a similar method in an NSMM that uses a stripline instead of a wire probe. The dither frequency can be set arbitrarily to suit whatever resonances are available, which makes it much easier to construct than a tuning-fork system for the reasons given in Subsection B. To implement the beam deflection system a modified coaxial cavity which contains a cantilever in the inner conductor (Fig. 6) has been constructed. The Q-factor of the cantilever is low ( $\sim 150$ ) so strong excitation is needed. For this reason it is necessary to locate the dither piezo on the inner conductor rather than on the outside of the cavity. A power amplifier (op-amp type OPA452) is used to boost the sine wave signal from the synthesizer to drive the piezo (Thorlabs TA0505D024W) with 10 V peak amplitude. The resulting vibrational amplitude of the piezo is $\sim 300 \mathrm{~nm}$. The cantilever is illuminated by light from a 635 nm semiconductor laser with stabilized 1 mW output power (Edmund Optics \#53-227). The system devised is unusual in
that movement is detected using the shadow of the cantilever seen in transmission, rather than by the more conventional method of using reflection of the beam from the cantilever. The transmission approach means that the holes ( $1.5 \mathrm{~mm} ø$ ) in the cavity wall through which the light must pass can be on a diameter, which eases assembly. The dither piezo is driven at approximately 9 kHz (the lowest resonance of the cantilever). Applying a voltage to the piezo was observed to shift the resonance of the microwave cavity, so it was necessary to shield it by using copper foil. The wire probe was attached to the inner-conductor with conducting paint. To minimize disturbance to the electromagnetic fields in the cavity, wires connections to the piezo were placed inside the inner conductor. A Position Sensitive Photodiode (PSPD) with integral amplifier (First Sensor QP50-6SD2-500741) was used to monitor the resonance of the cantilever. The AC output signal is obtained by subtraction between the signals obtained from individual photodiodes. Prior to its construction, the modified cavity was modelled with CST Microwave Studio [18] to ensure that the wire probe was in a high-field region of the cavity resonance. An incidental advantage of the optical beam deflection method is that it requires no parts to be placed in proximity to the probe tip (which could cause disturbance to fields) so calculability of complex permittivity should be improved compared to tuning fork methods.

## III. Calculation

Complex permittivity ${ }^{1}\left(\varepsilon^{*}\right)$ can be determined from measurements of the Q-factor and resonant frequency of the cavity unperturbed and with the probe tip in proximity to the specimen. For single dielectric-layer specimen of sufficient thickness (specimens were $2-\mathrm{mm}$ thick in the work described) the image charge theory published by Gao and Xiang (GX) [2][4] can be applied. In principle, the permittivity of a specimen could then be determined from measurements in contact mode and at a gap that is sufficient (e.g. $\sim 5 \mathrm{~mm}$ ) to ensure that it does not perturb the resonant frequency of the cavity. A calibration measurement on a reference specimen that has known complex permittivity is also needed. However observations of approach curves show that, if the frequency is extrapolated to a large gap, the value for the frequency that is obtained is lower than the actual measured frequency at a large gap (Fig. 7). This may be attributed to stray-field effects. To obtain accurate measurements of permittivity, all of the data must apply to the same 'regime' (e.g. gaps $\leq 10 \mu \mathrm{~m}$ ), therefore it is necessary to measure approach curves over the small gap range and obtain the unperturbed frequency by fitting the approach-curve data to the GX formula (which gives the extrapolated value). The radius of the sphere is fitted (in practice the fitted value differs significantly from the actual radius). A scaling constant $A$ is also fitted.

[^1]

Fig. 6: Optical beam deflection system and modified quarter-wave cavity. The wire probe is attached to the cantilever with conducting paint.


Fig. 7: Approach curves measured using the quarter-wave cavity (resonant frequency 1.37 GHz ).

GX provide a method for obtaining dielectric loss using calibration coefficients. According to these authors, this method is suitable only for measurement of the loss of low loss materials. Kimber et al [19] study the GX method of determining dielectric loss in some detail. An alternative method that has not, to the authors' knowledge, previously been applied to microwave microscopes is to use the idea that the Q-factor and resonant frequency can be mathematically combined into a Laplacian 'complex frequency',

$$
f=f^{\prime}\left(1+\frac{\mathrm{j}}{2 Q}\right)
$$

where $f^{\prime}$ and $Q$ are the measured (real) resonant frequency and Q -factor. Complex frequency as a concept is fairly little known and there are not many publications that make use of it. Reference [20] provides a derivation of complex frequency by applying the Laplace transform to a resonant circuit using parallel RLC components. In the microwave microscope it is applied by replacing the frequency in the GX formulas by the complex frequency, and replacing the permittivity by the complex permittivity. Optionally, the GX constant $A$ may also be changed to a complex type, but in practice this is found to have little effect on calculated results.

Gao, Hu et al (GH) [3] published a method for calculating the frequency shift produced by a two-layer specimen which is also based on image charges. This was required for measurement on liquids contained by a window, but can be applied to the measurement of thin films also. The two-layer theory was also implemented using complex frequency to allow loss to be determined. The calculation requires traversal of a binary tree. GH and the present authors do this with a recursive method. For films with submicron thickness, the number of recursions (using a compiled C program) becomes so large that memory overflow problems can occur; nevertheless recursive solution using a PC is far more practical than it was when GH produced their paper in 2004 because computer hardware has evolved so much. Implementation of a non-recursive method for traversing the binary tree is an aspect which the authors plan to investigate in future. Software implementations of the formulations given by GX and GH were tested against each other for the case of a specimen that has two identical layers. They were in agreement.

TABLE I
Calibration Reference Materials

| Material | Formula | Permittivity and loss tangent at $20^{\circ} \mathrm{C}$ |  | Comments |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $\varepsilon^{\prime}$ | $\tan \delta$ |  |
| Fused silica | $\mathrm{SiO}_{2}$ | 3.78 to 3.80 | $\sim 10^{-4}$ | Very small variations ( $+/-0.02$ ) in permittivity between samples may occur due to differences in water content. |
| Undoped Yttrium Aluminium Garnet (YAG) single crystal | $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$ | 10.59 | $\sim 10^{-5}$ | Measurement of $\varepsilon^{\prime}$ made by the authors of this paper using a Split-Post Dielectric Resonator (SPDR) [25]. |
| Lanthanum aluminate (LAO) single crystal | $\mathrm{LaAlO}_{3}$ | 23.9 | $\sim 10^{-4}$ | Measurement of $\varepsilon^{\prime}$ made by the authors of this paper using an SPDR [25]. Permittivity can vary between batches as rare earth materials are difficult to separate [26]. <br> May show crystal twinning [27]. <br> Reported to be slightly anisotropic [26]. |
| Ethanol measured in liquid cell (Fig. 8) | $\mathrm{C}_{2} \mathrm{H}_{5} \mathrm{OH}$ | 10.0 | 0.92 | Complex permittivity data from reference [24]. Interpolated to 1.37 GHz . |
| Ethanediol measured in liquid cell (Fig. 8) | $\mathrm{C}_{2} \mathrm{H}_{6} \mathrm{O}_{2}$ | 20.4 | 0.83 | Complex permittivity data from reference [24]. Interpolated to 1.37 GHz . |
| Dimethyl sulfoxide (DMSO) measured in liquid cell | $\left(\mathrm{CH}_{3}\right)_{2} \mathrm{SO}$ | 45.8 | 0.16 | Complex permittivity data from reference [24]. Interpolated to 1.37 GHz . |

## IV. Calibration and Measurement Process

Reference specimens are used for calibrating and also for checking the accuracy of calibrations. Individual specimens must be polished and uniform on the small scale. The materials from which they are made must have known and reproducible properties. Fused silica and single crystals such as $\mathrm{Y}_{3} \mathrm{Al}_{5} \mathrm{O}_{12}$ (YAG) and $\mathrm{LaAlO}_{3}(\mathrm{LAO})$ are ideal as low-loss reference materials (Table 1). However, suitable materials that have a high loss tangent ${ }^{2}$ are much harder to find. Carbonloaded polymers, for example, are lossy but not reproducible or uniform on the small scale. Doped silicon was also considered, but was observed to exhibit interfacial $\left(\mathrm{SiO}_{2}: \mathrm{Si}\right)$ trapped charge effects [21] which greatly affected the measured permittivity. It is also light sensitive. In this work a new strategy has been tried; by using a polar liquid separated by a window (Fig. 8). Polar liquids have a loss peak in the microwave part of the spectrum [22]. To give maximum loss, a polar liquid that has the loss peak of its first-order relaxation

[^2]close to the cavity resonant frequency can be chosen, e.g. butan-1-ol (relaxation frequency 257 MHz at $20^{\circ} \mathrm{C}$ ), ethanol ( 829 MHz ), ethanediol ( 962 MHz ) dimethyl sulfoxide $(7.6 \mathrm{GHz})$ or water ( 17 GHz ). Dielectric relaxation occurs over a broad frequency range, so it is not necessary that the relaxation frequency should coincide with the cavity resonant frequency exactly. Traceable reference data is available for water [23] and a number of organic liquids [24]. The window material used was PEEK, 0.05 mm thick. The dielectric properties of the PEEK were measured at $1.8 \mathrm{GHz}\left(\varepsilon^{\prime}=3.28\right.$, $\tan \delta=0.004$ ) with an SPDR [25].

In the experiment described, contact mode was established by using the optical beam deflection system (Fig. 6). Then approach curves for all of the specimens were obtained. Approach curves for YAG and LAO reference specimens were used for calibration by a least-squares approach to improve accuracy. This was possible as there was more data than strictly necessary (i.e. the calibration is over-defined). Approach curve data over a short-range (e.g. up to $10 \mu \mathrm{~m}$ ) are used for calibration. A measurement of an unperturbed reading with a large gap ( 5 mm ) is always made to act as a
reference to allow drift between measurements to be monitored and corrected for. Once the calibration has been completed, permittivity can be measured in two ways: (i) from contact mode measurements of frequency and Q-factor, (ii) by fitting to approach curve measurements of frequency and Qfactor. Contact mode measurements can be applied during image scans. Both methods can be applied to the calibration measurements themselves which, for an over-defined calibration, provides a check on the calibration accuracy.


Fig. 8: Cell for measurement of a liquid.

## V. Results and Analysis

Table 2 shows fitted results following calibration using by fitting to LAO and YAG approach curves for measurements at gaps in the range 0 to $10 \mu \mathrm{~m}$. These measurements were made using a cavity resonance at 1.37 GHz , with Q-factor $\sim 500$. The measured loss tangent of the polar liquids is approximately correct even though the loss of the YAG and LAO calibration specimens is negligible by comparison. This validates the use of 'complex frequency' and also shows that the loss of specimens can be determined even when the calibration specimens are practically lossless. In other tests, it is found that the using a 'complex frequency' gives almost the same result as the unmodified GX theory for low-loss materials, but there is a divergence for high-loss materials.

TABLE 2
MEASUREMENT Results (C.F. Data in Table 1)

| Specimen | Fitted to 0 to 10 <br> approach curve |  | Fitted to contact- <br> mode data only |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $\boldsymbol{\varepsilon}^{\prime}$ | $\tan \boldsymbol{\delta}$ | $\boldsymbol{\varepsilon}^{\prime}$ | $\boldsymbol{\operatorname { t a n } \boldsymbol { \delta }}$ |
| Fused silica | 3.2 | -0.02 | 3.3 | -0.02 |
| *YAG | 10.6 | 0.02 | 10.9 | 0.00 |
| *LAO | 23.8 | 0.01 | 23.4 | 0.01 |
| Ethanol | 9.5 | 0.91 | 9.9 | 0.93 |
| Ethanediol | 19.7 | 0.86 | 20.2 | 0.88 |
| DMSO | 41.6 | 0.15 | 43.9 | 0.16 |

* Approach curves over range of 0 to $10 \mu \mathrm{~m}$ for YAG and LAO were used for calibration.

When the cavity was designed it was hoped that it would be usable at several resonant frequencies; corresponding to $\lambda / 4$, $3 \lambda / 4$ etc. of a simple coaxial resonator. On account of the complicated design of the inner conductor a fairly complicated mode spectrum is observed, which includes higher-order modes which couple little energy out of the cavity via the wire probe. Only the lowest mode ( 1.37 GHz ) was found to be satisfactory for measurement; other modes were found to have poor shape, low Q -factor, or to be in close proximity to higher-order modes. Modifications to the inner conductor would be required to make other modes suitable for measurement available.

The other aspect of the design that will be improved in future work is the choice of material for the window of the liquid cell. A compromise is needed between the requirements for structural strength and minimal thickness (to give best sensitivity). The PEEK window was not sufficiently strong as it tended to bulge when filled with liquid (and Z readings in contact mode showed significant drift). A stiffer window material with suitable thickness ( $\leq 0.05 \mathrm{~mm}$ ) should give improved measurements.

## VI. Conclusion

In the experiment described two significant advances have been made: An optical beam deflection system has been developed for a microwave microscope with wire probe. A complex-number implementation of the published theories based on image charges (using the 'complex frequency') allows the loss of high-loss specimens to be obtained accurately. This has been demonstrated by measurements on polar liquids.
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#### Abstract

This paper describes a new concept of calibration standards for waveguide Vector Network Analyzer (VNA) measurement in the millimeter and sub-millimeter wave frequency bands. High precision and traceable scattering parameter measurements have been established by using precision design of waveguide interface [1] and optimizing the measurement condition and setup of measurement system [2]. Even if using precision machining to make a precision waveguide, there is non-zero mechanical tolerance providing the degradation of connection repeatability. The National Metrology Institute of Japan (NMIJ) proposes to use the waveguide standard line with oversized aperture compared to aperture size of test-port waveguides. This new concept provides to improve the connection repeatability coming from misalignment. Results of the measurements and uncertainty estimation are described, and then, comparison results between conventional and new concepts are described for measurement uncertainty.


INDEX TERMS - Vector network analyzers, offset short calibration, waveguides, sub-millimeter wave, connection repeatability, oversized aperture.

## I. Introduction

The use of sub-millimeter-wave electronic applications and instruments have used in recent years, and commercial vector network analyzers (VNA) are now operating up to terahertz


Fig. 1 Photograph of test port (WM-864) and Standard line (WM1651)
frequency due to demand of device measurement over the millimeter wave frequency. The NMIJ has achieved the national standard techniques providing a high precision measurement in VNA with traceability to SI-base unit [1, 2]. The paper describes a new concept of measurement standard design for accurate S-parameter measurements over 110 GHz . In the concept of standards, waveguide with oversized aperture, i.e. WM-1651, is used for standards compared to waveguide aperture of test-ports. In this case, reflection characteristics should large value at the waveguide interface. However, the reflection characteristics at interface can be calculated from the


Fig. 2 Structure of oversized offset-short terminations with 0.728 mm offset length and their simulation model. Left end indicate testport waveguide, mid part is offset prat of short and right end is flush short. Simulation frequencies of both figures (a) and (b) are 220 GHz and 330 GHz , respectively.

Table 1 Waveguide aperture size of offset shorts (unit: $\mu \mathrm{m}$ )

| No. | Standard aperture (WM-864) |  | Oversized aperture (WM-1651) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Length | a | b | Length | a | b |
| Line-1 | 365 | -3.7 | -2.1 | 728 | 787.4 | 398 |
| Line-2 | 1000 | -4.1 | -1.6 | 1912 | 790.5 | 395 |
| Line-3 | 1291 | -3.1 | -1.0 | 2191 | 791.7 | 395.6 |



Fig. 3 Calculation results of reflection coefficients for oversized offset short terminations with (a) 0.728 mm , (b) 1.000 mm and (c) 1.291 mm offset lengths.
dimension using simulation and electromagnetic theory or electromagnetic simulation. Then, use of different size aperture can inhibit the misalignment effect providing the deterioration of connection repeatability [3, 4]. We have investigated the repeatability performance of some waveguide connections of


Fig. 4 Results of experimental standard deviation, $1 \sigma$, (i.e. repeatability) for a series of 10 repeat reconnection/disconnection measurements for offset short terminations with three different length in the WM-864 waveguide frequency band.
offset short standard terminations for the WM-864 [5] (WM864, WR-3) waveguide band. To validate the performance of connection repeatability performance for design concept of oversized aperture standards, the connection repeatability of offset short with standard aperture size and oversized aperture has be estimated and compared each other by VNA measurements. Then, measurement uncertainty of one-port VNA has been estimated using the both standard aperture size and oversized aperture.

## II. Standard Design Using Oversized Aperture

Precision waveguide flange was adopted as waveguide interface of the VNA test-ports in order to establishing the precise connection. The test port has a precise machined waveguide aperture, i.e. 0.868 mm width and 0.434 mm height of waveguide aperture, fitted to specification of the IEEE P1785 standard [5]. In this study, offset short terminations were formed by combination of waveguide standard line and flush short termination. Three different length lines were used for forming the three different offset short terminations. Then, standard aperture fitted with WR-864 and oversized aperture fitted with WM- 1651 were prepared as the offset lines. Table 1 shows the dimensional difference between the both waveguide apertures of test-port and standard lines. Lines with standard aperture have almost the same aperture size of test-port. However, lines with oversized aperture have almost twice large aperture size of test-port (Fig. 1 and 2).

The S-parameter was estimated from the mechanical measurements: width, height and line length of the standard waveguide lines terminated by flush short. It was derived from a series expansion of the field in eigenmodes [6] by a Monte Carlo simulation involving 100,000 trials. Results of reflection coefficient value for offset short terminations with 0.728 mm , 1.000 mm and 1.291 mm offset lengths are shown in Fig. 3.


Fig. 5 Measurement uncertainty at 220 GHz in VNA calibrated by three offset short terminations with (a) standard aperture size and (b) oversized aperture waveguide.

## III. Electrical Measurement Repeatability

Fig. 4 shows the results of connection repeatability evaluation, i.e. the experimental standard deviation, as a function of frequency for offset short terminations with standard and oversized apertures. The offset short terminations with oversized aperture produced better connection repeatability than that with standard size aperture. The results indicate that the oversized aperture design of standard terminations gives the dramatically improvement of connection repeatability in usage of short terminations.

## IV. Uncertainty Estimation in VNA Measurements

The device characteristic was calculated by correcting the residuals obtained by offset short calibration. The estimation of
the expanded uncertainties, $u\left(\Gamma_{\mathrm{dut}}\right)$, was performed by referring the Guides to the expression of uncertainty in measurement (GUM). At both band edges, i.e. 220 GHz and 330 GHz , the measurement uncertainties for VNA calibrated by the both two sets of offset short terminations are shown in Figure 5. Offset short calibration on the basis of oversized aperture standards provides smaller uncertainty of reflection characteristics measurement in VNA. This was because repeatability effect in the VNA measurement uncertainty can be reduced by the terminations with oversized aperture waveguide.

## V. Conclusion

This paper has challenged improvement of VNA measurement uncertainty by using new concept of the offset
short terminations as standards. An effect of oversized aperture on connection repeatability in VNA calibration are investigated and provides improving the repeatability contribution to VNA measurement uncertainty.
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#### Abstract

This paper presents a calibration method for broadband dielectric spectroscopy of micro-liter samples of biological liquids with transmission line sensors up to 110 GHz . The method uses water and methanol as calibration liquids to perform a probe-tip-to-liquid calibration without prior knowledge of their complex permittivity. Extracted complex permittivities of the calibration liquids show good agreement with literature values. Furthermore, sensors with different first-tier calibrations and geometries show consistent results.
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## I. Introduction

Broadband dielectric spectroscopy reveals valuable information about biological liquids such as cell suspensions and protein solutions. For example, in [1], different microwave signatures are used to distinguish viable and non-viable cells. In [2], based on a bulk measurement technique, the dielectric spectra are used to differentiate different proteins in solutions, independent of their concentration.

Microfluidics is the technology of dealing with, e.g., the generation, mixing, transportation and reaction, etc., of nl-pl volumes of fluid samples. It offers a promising future of highthroughput biological analysis to the scientific community. In recent years, due to the ease of integration with microfluidics, planar microwave sensors, e.g., coplanar waveguide (CPW) transmission lines and interdigitated capacitors, are popular candidates to perform label-free and non-invasive characterization and sensing of biological liquids in microfluidic channels [3][4].

To accurately extract the broadband complex permittivity ( $\epsilon_{r}=\epsilon^{\prime}-j \epsilon^{\prime \prime}$ ) of the material under test (MUT) in order to study, for example, cell behavior, cell composition, and protein types, etc., the extra phase shift and loss caused by the microfluidics have to be removed by a de-embedding step. Usually this step requires the fabrication of redundant test structures with the polymer used for the microfluidics on top of transmission line to accurately characterize the characteristics of the polymer [4] or to enable the extraction of just the propagation constant of the MUT-loaded line [3].

In [5], we have proposed a calibration method based on calibration liquids to perform this de-embedding step. It eliminates the need of fabricating redundant structures and instead uses measurements of water and methanol which are generally available in the laboratory. One drawback of the method is that it relies on the permittivity data of water at a certain temperature which itself has some uncertainty. In this paper, we improve the method by allowing the $\epsilon_{r}$ of both calibration


Fig. 1. (a): Picture of the sensor with 0.98 mm long MUT channel. The MUT channel is highlighted in red. (b): cross-section of the CPW transmission line.
liquids to be unknown. By utilizing the redundancies in the equations, their $\epsilon_{r}$ are extracted in the calibration procedure. We will show good agreement with literature values, proving the validity of the method. Furthermore, calibrations with sensors with different dimensions exhibit consistent results in terms of extracted $\epsilon_{r}$ of the calibration liquids.

This paper is organized as follows: in Section II, the CPW sensor used is introduced, in Section III, the calibration method is described in detail, in Section IV, the validity of the calibration method is checked in different aspects, and in section V , some conclusions are drawn.

## II. CPW SENSOR

The sensor used to verify the calibration method is a CPW transmission line realized on a liquid crystal polymer (LCP, ULTRALAM 3000 from Rogers) substrate with a polydimethylsiloxane (PDMS) container bonded to it as shown in Fig. 1(a). The metalization of the CPW line is copper and has a thickness of $18 \mu \mathrm{~m}$. The PDMS container is fabricated separately from the LCP part with a PVC mold and is bonded to the CPW line on the LCP substrate with PDMS. The LCP substrate is attached to a thick plexiglass sample to suppress the excitation of the unwanted microstrip mode between the CPW conductors and the metal chuck used to hold the sensor during measurement. The cross-section of the CPW line is shown in Fig. 1(b) and its dimensional parameters are listed in Table. I. The temperature of the liquid in the container is monitored constantly with a T-type thermocouple with $1^{\circ} \mathrm{C}$ tolerance [6]. Although in this work our calibration method is verified with open containers shown in Fig. 1, it can also be applied to other CPW sensors with sealed microfluidic channels.

TABLE I. Cross section of the CPW transmission line

| $W g[u m]$ | $W e[u m]$ | $W[u m]$ | $S[u m]$ | $t[u m]$ | $h 1[u m]$ | $h 2[\mathrm{~mm}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 91 | 10.5 | 41 | 38.5 | 18 | 100 | 8.05 |



Fig. 2. Schematic of the error boxes and calibration standards. (--) indicates the reference plane of the first-tier calibration (LRRM or multiline TRL) and $(-\cdot-)$ indicates the reference plane of the second-tier calibration using calibration liquids.

## III. CALIBRATION METHOD

In this section, the calibration method using water and methanol as calibration liquids is described in detail. The schematic of the calibration problem is shown in Fig. 2. The network analyzer is first calibrated with a LRRM or multiline TRL (MTRL) calibration to the probe-tips. In order to extract the $\epsilon_{r}$ of the liquid, the reference planes have to be moved from the probe-tip to the liquid by a second-tier calibration as discussed in this paper. The aim of this secondtier calibration is to determine the probe-tip-to-MUT error boxes by using calibration-liquid-loaded transmission lines as calibration standards.

Measurements of the CPW sensor loaded with demineralized water, methanol, and air are used for the calibration method. The S-parameters of the transmission line standards are fully described by their effective permittivity $\epsilon_{e f f}$, characteristic impedance $Z c$, and line lengths through transmission line equations. The propagation constant of the plain transmission line is measured by performing a MTRL [7][8] on plain CPW lines of the same cross-section. It uses lines of 641 , 1189, 2282, 2885, 4096, 7592, and 20598 um, respectively, and an open standard of 639 um . The cross-section of the CPW line (Fig. 1(b)) is simulated in HFSS v. 14 to obtain the DC capacitance per unit length. In the simulation, the permittivity of LCP is set to 3.16 with loss tangent 0.0025 [9] and that of plexiglass is set to 2.5929 with loss tangent 0.0087 [10]. The simulated capacitance per unit length is $58.62 \mathrm{pF} / \mathrm{m}$ from which the characteristic impedance of the CPW line is extracted from the propagation constant [11]. From $\epsilon_{e f f}$ and $Z c$ of the plain CPW lines, the inductance and resistance per unit length can be easily derived. They depend primarily on the conductor properties and can be assumed to be independent of the material on top of the CPW lines. So for the air-loaded and liquid-loaded lines, the inductance and resistance per unit length are assumed to be the same which is an assumption
also used by [4]. By combining the following equations

$$
\begin{gather*}
\gamma_{l i q u i d}=\sqrt{\left(j \omega L_{\text {liquid }}+R_{\text {liquid }}\right)\left(j \omega C_{\text {liquid }}+G_{\text {liquid }}\right)} .  \tag{1}\\
Z_{c, \text { liquid }}=\sqrt{\frac{j \omega L_{l i q u i d}+R_{l i q u i d}}{j \omega C_{\text {liquid }}+G_{\text {liquid }}}} .  \tag{2}\\
\epsilon_{\text {eff,liquid }}=-\left(\frac{c \gamma_{\text {liquid }}}{\omega}\right)^{2} \tag{3}
\end{gather*}
$$

one can obtain

$$
\begin{equation*}
\epsilon_{e f f, l i q u i d} Z_{c, l i q u i d}^{2}=-\left(\frac{c}{\omega}\right)^{2}\left(j \omega L_{l i q u i d}+R_{l i q u i d}\right)^{2} \tag{4}
\end{equation*}
$$

In (1)-(3), $\gamma_{l i q u i d}, Z_{c, \text { liquid }}$, and $\epsilon_{\text {eff,liquid }}$ are the propagation constant, characteristic impedance, and effective permittivity of the liquid-loaded transmission line respectively, $R_{\text {liquid }}$, $L_{\text {liquid }}, G_{\text {liquid }}$, and $C_{\text {liquid }}$ are the resistance, inductance, conductance, and capacitance per unit length of the same line respectively, $c$ and $\omega$ are the speed of light in vacuum and the angular frequency respectively. The right hand side of (4) is independent of the material loading the transmission line, so the S-parameters of a liquid-loaded line can be modelled by one unknown which is either $\epsilon_{\text {eff,liquid }}$ or $Z_{c, \text { liquid }}$.

Finally the calibration problem using air-loaded, waterloaded, and methanol-loaded lines as standards can be stated as follows: there are in total nine unknowns to be solved, seven of which are the elements of error box 1 and 2 , and two of which are $\epsilon_{\text {eff,water }}$ and $\epsilon_{\text {eff,methanol }}$. By embedding the S-parameters of the calibration standards in the error boxes, one can model the S-parameters of the calibration standards at the probe-tips. Equations can be formed by equating the measured and modelled probe-tip S-parameters of the calibration standards. Due to the reciprocity of the calibration standards and error boxes, each measurement gives in total three equations for $S_{11}, S_{21}$ and $S_{22}$. Also the reciprocity of the probe-tip-to-MUT error boxes gives one extra equation about the error box elements. So in total, there are ten equations to solve a nonlinear system with nine variables. These equations are automatically formulated and solved in Matlab using the algorithm reported in [12]. The algorithm supports symbolic formulation of partially defined standards and computes error boxes using nonlinear least-square fitting. Due to the uncertainty in the MUT channel length, the MUT channel length is swept around its nominal value, which is 1 mm , to further reduce the error in S-parameters. The channel length obtained after optimization is 0.98 mm .

## IV. Calibration verification

In this section, the calibration method is tested with actual probe-tip measurements. The measurements are performed with a 67 GHz network analyzer with 110 GHz extension modules and 110 GHz GSG microwave probes with 100 um probe pitch. The frequency sweep is set to be from 0.5 GHz to 110 GHz with 0.5 GHz steps. Off-wafer LRRM calibration on an ISS and on-wafer multiline TRL (MTRL) calibration are performed separately as first-tier calibration for comparison


Fig. 3. Fitting error of our calibration procedure after (a) a first-tier LRRM calibration and (b) a first-tier multiline MTRL calibration.


Fig. 4. Extracted $\epsilon_{r}$ of water at $18.8^{\circ} \mathrm{C}$ using the proposed calibration method with LRRM and MTRL as first-tier calibrations in comparison with literature values [13]. (a): $\epsilon^{\prime}$. (b): $\epsilon^{\prime \prime}$. Relative error in (c) $\epsilon^{\prime}$ and in (d) $\epsilon^{\prime \prime}$ with respect to literature values.

## purposes.

Fig. 3 shows the fitting error in S-parameters which is defined in (5)

$$
\begin{equation*}
\text { error }=\sqrt{\sum_{i, j=1}^{2}\left|S_{i, j, \text { meas }}-S_{i, j, \text { model }}\right|^{2}} \tag{5}
\end{equation*}
$$

where $S_{i, j, \text { meas }}$ and $S_{i, j, \text { model }}$ represent the measured and modelled probe-tip $S$-parameters, respectively. The small fitting errors indicate the success of the optimization procedure. Raw data calibrated with the MTRL calibration shows less fitting errors. The reason is still under investigation.

To further verify the calibration method, the measured $\epsilon_{\text {eff,water }}$ and $\epsilon_{\text {eff,methanol }}$ are translated into $\epsilon_{r, \text { water }}$ and $\epsilon_{r, \text { methanol }}$ by iterative simulations of the 2D cross-section of the liquid-loaded CPW line which minimizes the difference in measured and simulated $C_{\text {liquid }}$ and $G_{\text {liquid }}$. The extracted $\epsilon_{r}$ of the calibration liquids are shown in Fig. 4 and Fig. 5 together with literature values [13] [14]. In general, the measured $\epsilon_{r}$ of the calibration liquids show good agreement with literature values, especially for water. Like the TRL calibration, $\epsilon_{r}$ shows frequency-dependent errors. More specifically, the errors of


Fig. 5. Extracted $\epsilon_{r}$ of methanol at $15.8^{\circ} \mathrm{C}$ using the proposed calibration method with LRRM and MTRL as first-tier calibrations in comparison with literature values [14]. (a): $\epsilon^{\prime}$. (b): $\epsilon^{\prime \prime}$. Relative error in (c) $\epsilon^{\prime}$ and in (d) $\epsilon^{\prime \prime}$ with respect to literature values.
both extracted $\epsilon_{r, \text { water }}$ and $\epsilon_{r, \text { methanol }}$ are high at low frequencies. The error of $\epsilon_{r, \text { water }}$ drops to a few percent at frequencies above 7.5 GHz . However that of $\epsilon_{r, \text { methanol }}$ first drops but increases again above 10 GHz . The main reason might be that the reference data was only measured up to 5 GHz . Other reasons include limited control of the methanol temperature due to evaporation and the impurity of the methanol sample. Judged from the small difference between $\epsilon_{r}$ extracted from the LRRM and MTRL calibrated data, the use of different first-tier calibrations has a marginal effect on the extracted $\epsilon_{r}$ of the calibration liquids.

The extracted wave cascading matrix of the probe-tip-toMUT error boxes are transformed to S-parameters. The result is shown in Fig. 6. The S-parameters of the transitions show physically meaningful behaviour. The large ripples are due to the impedance mismatch of the air-loaded and PDMS-loaded CPW lines.

In addition to the sensor with 0.98 mm MUT channel discussed above, the calibration method is further tested with 1.01 mm and 2.42 mm channels. The extracted $\epsilon_{r}$ of the calibration liquids with a MTRL first-tier calibration are plotted in Fig. 7 and Fig. 8. It is clear that sensors with different MUT channel lengths produce consistent results in terms of $\epsilon_{r}$ of the calibration liquids. The 2.42 mm MUT channel shows improved extraction of the calibration liquids at low frequencies.

For characterization of biological liquids using the CPW sensor, the obtained error box 1 and 2 can be used directly to de-embed the probe-tip S-parameters measurement. Another way is to replace water with the biological liquid to be measured as one of the calibration liquid because the $\epsilon_{r}$ of the calibration liquids are extracted from the calibration method.


Fig. 6. S-parameters of (a) error box 1 and (b) error box 2 extracted from the calibration procedure with a first-tier LRRM calibration.


Fig. 7. Extracted $\epsilon_{r}$ of water at $18.8^{\circ} \mathrm{C}, 18.9^{\circ} \mathrm{C}$ and $18.3^{\circ} \mathrm{C}$ using MUT channels of $0.98 \mathrm{~mm}, 1.01 \mathrm{~mm}$ and 2.42 mm respectively and a first-tier MTRL calibration. Literature values at $18.7^{\circ} \mathrm{C}$ [13] are shown as reference. (a): $\epsilon^{\prime}$. (b): $\epsilon^{\prime \prime}$. Relative error in (c) $\epsilon^{\prime}$ and in (d) $\epsilon^{\prime \prime}$ with respect to literature values.

## V. Conclusion

In this paper, we have presented a calibration method for determining the probe-tip-to-MUT error boxes for the purpose of broadband dielectric spectroscopy of biological liquids up to 110 GHz . Compared to our previous method using calibration liquids [5], the method in this paper doesn't rely on reference data for the $\epsilon_{r}$ of water, which is itself limited in accuracy. Instead its $\epsilon_{r}$ is extracted from the calibration procedure and shows good agreement with literature values. Comparisons are made for different first-tier calibrations and sensors with different MUT channel lengths and they all have consistent results.
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#### Abstract

We discuss work at NIST aimed at developing a passive microwave brightness temperature standard. By reducing uncertainty, we can provide better calibrations for future weather and climate-monitoring radiometers. We discuss the calibration procedure used, measured data, and various theoretical and simulated results that have led to an improved understanding of the various uncertainty contributions in the measurement. We overview a Monte Carlo simulation to determine the uncertainty in target brightness temperature as a function of measurement distance and target size. We also discuss other future improvements including an improved blackbody design. The achievable calibration source brightness temperature uncertainty is expected to be reduced from the current 0.7 to 1.0 K from 18 to $\mathbf{6 5} \mathrm{GHz}$ to less than 0.3 K .
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## I. Introduction

Passive microwave radiometers are used for remote sensing of the earth's land, atmosphere, and oceans. Microwave measurements are used in satellite-and aircraft-mounted radiometers for numerical weather prediction and in innumerable other climate monitoring projects on both satellites and aircraft. NIST has developed a method to extend our standard waveguide radiometers to free space, allowing us to calibrate flight reference sources or 'blackbodies'. This approach relies on the standard radiometer as the primary reference. We can also calibrate against a primary blackbody reference if available. The combination of both references creates a more robust calibration scheme and may reduce uncertainties.

The currently used hardware and measurement methods can provide a best-case calibration uncertainty of about $\pm 0.7 \mathrm{~K}$. This level of uncertainty would be helpful for studying some environmental variables across different measurement platforms, but many long term climate variables require much smaller uncertainty in order to make significant scientific claims on a global scale. Recent work has involved simulation aimed at fully exploring the sources of uncertainty and identifying areas of potential improvement.

## II. Measurement Procedure

Free-space radiometric measurements are made in an anechoic chamber with the calibrated waveguide radiometer

David K. Walker ${ }^{2}$, Dazhen $\mathrm{Gu}^{2}$<br>${ }^{2}$ RF Electronics group<br>National Institute of Standards and Technology<br>Boulder, CO, USA

flange (the reference plane for the measurements) attached to a horn antenna. The blackbody reference used for past measurements is an array of absorber-coated aluminum square pyramidal structures 40 mm in height with a base of 10 mm . Standard RF absorber is often made from pyramidal structures of carbon-loaded foam, but this target is manufactured with a 1 mm thick coating of high-quality iron loaded epoxy absorber. The absorber is cast onto the aluminum substrate material and an electronic resistance heater is attached to the backside of the aluminum. The target is designed to have a microwave emissivity of close to unity in order to most closely resemble an ideal blackbody. The passive blackbody radiance from the target, often referred to as "brightness temperature" (Tb), is directly related to the temperature of the target by Planck's law. For a true blackbody, knowledge of the physical temperature is all that is needed to perfectly characterize its Tb . Temperature non-uniformity in the heated target will lead to measurement error because the analysis relies on a constant and uniform temperature distribution. When the horn views the blackbody there are some other considerations such as the target not completely filling the horn's antenna power pattern. We quantify this with the illumination efficiency ratio. The measurement distance must also be carefully chosen to avoid coherence effects at close distances, while maintaining adequate signal strength and avoiding too much spillover from the background. The background temperature must be measured and is also assumed to be uniform. Determining the optimal measurement conditions is not trivial and requires some analytical and experimental investigation.

The relationship expressed in (1) describes how the brightness temperature of the target is calculated from a freespace radiometric measurement:

$$
\begin{equation*}
\cdot_{t g}=\frac{1}{\alpha \eta_{I E}} T_{x}-\frac{1 \quad \eta_{I E}}{\eta_{I E}} T_{b g}^{p h y}-\frac{1 \quad \alpha}{\alpha \eta_{I E}} T_{a n t}^{p h y} \tag{1}
\end{equation*}
$$

where $\bar{T}_{t g}$ is the effective target brightness temperature, $\alpha$ is the antenna efficiency (related to ohmic loss), $\eta_{I E}$ is the illumination efficiency, $T_{x}$ is the brightness temperature measured at the waveguide flange of the radiometer, $T_{b g}^{p h y}$ is the physical temperature of the background, and $T_{a n t}^{p h y}$ is the physical temperature of the antenna. The effective target brightness temperature is determined by integrating the product of the target's physical temperature field, angular dependent
emissivity, and the power pattern of the antenna over the solid angle subtended by the target.

Fig. 1 shows the pyramidal array blackbody target mounted in the large NIST anechoic chamber with a standard gain horn mounted and aligned to take measurements of the target. Here, the target is exposed to the chamber environment. We have also made measurements using various types of insulation to reduce temperature gradients on the target surface, but this does slightly reduce the effective emissivity of the target.


Fig. 1. Measurement setup in the NIST anechoic chamber.

## III. Results

Fig. 2 presents the results of the calculated target brightness temperature versus measured physical temperature for measurements on the square pyramidal array target at 18 GHz . The error bars show the propagated uncertainty at each measurement distance. The full derivation for the uncertainty can be found in [1]. As the separation distance between the horn and the blackbody increases, the influence of the background increases because the target subtends a smaller solid angle fraction of the antenna pattern. The uncertainty in the background temperature is relatively high for this setup and dominates at larger distances. Research has been focused on reducing uncertainties in these measurements which would allow for a more robust and desirable standard.

The method described in [1] discusses the extraction of the illumination efficiency $\eta_{I E}$. The uncertainty in the illumination efficiency is correlated through a non-linear fitting to multiple radiometric data and the other physical temperatures in (1), so the overall calculated target brightness temperature uncertainty is difficult to express or predict analytically. A Monte Carlo simulation was performed to determine the uncertainty of the target brightness temperature as a function of measurement distance and blackbody size. Fig. 3 shows a contour of the Monte Carlo data. The illumination efficiency here is determined from a computer simulation result according to the method described in [2]. The plot shown is for 18 GHz . The plot is bounded at 0.5 K for improved resolution at lower uncertainty: the white area in the lower right is all $>0.5 \mathrm{~K}$. The predicted total uncertainty is highly dependent on the systematic or type B uncertainty within the radiometer system.

An in-depth theoretical electromagnetics model was assembled to understand the effect of coherence on the black-


Fig. 2. Radiometrically derived target brightness temperature versus physical temperature at 18 GHz .


Fig. 3. Contour plot of Monte Carlo predicted target brightness temperature uncertainty (K).


Fig 4. Result of coherence model showing normalized radiation magnitude versus distance for different blackbody radii (a).
body's radiation [3]. Fig. 4 shows the result of the electromagnetic analysis. When the blackbody target is located close to the radiometer front-end, the coherence effect of the blackbody radiation needs to be taken into account. There is a tradeoff between optimal blackbody size and measurement distance due to increased uncertainty at large distances and decreased normalized radiation at close distances resulting from coherence.

Current research at NIST involves the design of a blackbody that will optimize the measurement system and minimize measurement uncertainty. The blackbody will be a NIST primary standard intended for the calibration of customer radiometers. The typical square pyramidal arrays cover a small frequency range of optimal performance due to standing waves created by the pyramid absorbers. Alternative geometries such as single conical and wedge shaped cavities are being examined for use as a broader frequency laboratory standard. The proposed design will also greatly reduce uncertainty due to non-uniformity in the physical temperature distribution of the target.

The effective target brightness temperature is defined by the following integral:

$$
\begin{equation*}
\bar{T}_{\text {tg }}=\frac{\int_{\text {target }} T_{\text {tg }}(, \varphi) \varepsilon(, \varphi) F_{n}(\theta, \varphi) d \Omega}{\int_{\text {target }} F_{n}(\theta, \varphi) d \Omega}, \tag{2}
\end{equation*}
$$

where $T_{t g}$ is the physical temperature of the target, $F_{n}$ is the normalized antenna power pattern, and $\varepsilon$ is the target emissivity. The integral is evaluated in the spherical coordinate frame of the viewing antenna over the solid angle $\Omega$ subtended by the target. By minimizing the physical temperature gradients in the target and maximizing the emissivity, the angular dependence becomes negligible and the physical temperature can be removed from the integral. The method in [1] can then be used without need for the explicit antenna pattern data. The integral in (2) is evaluated for different blackbody variations and used as a performance metric for the design. The closer the effective brightness temperature is to the set temperature on the heated target, the better the performance of the blackbody.

Evaluation of (2) involves knowledge of the three variables in the integrand of the numerator. All three of these quantities are simulated with commercial software. The temperature field is simulated by means of commercial finite-element-method (FEM) computational fluid dynamics software. The full anechoic chamber is modeled in the software including the air circulation fans. The blackbody model is placed inside the chamber and the heater surface is defined as a constant temperature boundary condition. The steady-state temperature distribution on the absorber surface is solved for and saved. We determined that use of a 3 mm layer of closed-cell polyethylene foam insulation directly on the absorber surface greatly reduces the temperature gradients, but the effect on the emissivity must also be considered. Fig. 5 shows the conical blackbody temperature model inside the anechoic chamber, and fig. 6 shows an example of the resulting temperature distribution looking into the cone for the non-insulated target.

The emissivity distribution is determined from a commercial electromagnetic FEM software solution. We simulated the bidirectional reflectance distribution function (BRDF) which can be used to calculate the emissivity through reciprocity. Assuming that there is no transmittance through the aluminum-backed blackbody, the emissivity is calculated from,

$$
\begin{equation*}
\varepsilon(, \varphi) 1-\int_{0}^{\pi} \int_{0}^{2 \pi} r\left(, \varphi, \theta_{r}, r\right) \sin \left(\theta_{r}\right) d \theta_{r} d \varphi_{r}, \tag{3}
\end{equation*}
$$



Fig. 5.Temperature model of conical blackbody set inside chamber.


Fig. 6. Resulting temperature distribution of absorber surface.
where $r$ is the reflectance as a function of spherical incidence angles $\theta$ and $\varphi$ and spherical reflected angles $\theta_{r}$ and $\varphi_{r}$. Fig. 7 shows the reflectance distribution for the insulated conical blackbody at 18 GHz and normal incidence excitation. The cone aperture is oriented downwards in the software so $\theta=180$ degrees refers to the view of the conical axis in the blackbody cavity.

The antenna power pattern is also simulated with the same electromagnetic FEM software, and for this case, we simulated a rectangular standard gain horn at 18 GHz .

We calculated the effective target brightness temperature in (2) for the open-air and insulated blackbody design cases. We chose to use an antenna-to-target separation distance of 40 cm for this analysis but this will be further optimized in future studies. The target heater was set to 350 K , as shown in fig. 6. The resulting effective target brightness temperature was 349.84 K and 349.995 K for the open-air and insulated cases,


Fig. 7. 18 GHz reflectance distribution for conical blackbody excited at normal incidence and 40 cm distance.
respectively. The application of the insulation layer greatly increases the agreement between the heater setting temperature and the effective target brightness temperature. This considerably reduces uncertainty in calibrations performed with the proposed blackbody.

## IV. Conclusion

Through a combination of laboratory measurements, data analysis, theoretical derivation, and computational simulations we have been able to tune our measurement procedure to optimize the available hardware and understand the most beneficial improvements for uncertainty reduction.

Measurement distance is a critical parameter to optimize when measuring a blackbody in an anechoic chamber because of its effect on coherence, illumination efficiency, and emissivity.

A new blackbody design is in progress that will further reduce uncertainty in the calibration by optimizing the physical size of the body, reducing temperature gradients across the absorber, and maximizing the integrated emissivity. The measurements and simulations presented here aim to improve upon the NIST passive microwave brightness temperature standard and reduce uncertainties to levels required for longterm climate variable traceability. The results show that we will be able to reduce uncertainties in the 18 to 65 GHz frequency range from $\pm 0.7 \mathrm{~K}$ as seen in previous measurements to less than $\pm 0.3 \mathrm{~K}$.

In the near future, we hope to calibrate the next-generation, operational, satellite-based microwave radiometer, called the Advanced Technology Microwave Sounder (ATMS) and, thus, begin the era of SI-traceable passive microwave climate data.
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#### Abstract

The Naval Surface Warfare Center Indian Head Explosive Ordnance Disposal Technology Division (NSWC IHEODTD) was tasked with the development of an Unintended Radiated Emission (URE) system (Figure 1) for the collection of wideband radio frequency (RF) data. Test facility sharing, large data file sizes ( 100 GBs ), and ambitious production schedules added complexity to the data acquisition assignment. The solution would require clever and efficient automatic RF techniques in hardware selection, design, and also in software development. URE is used to identify electronic systems by their RF emissions. At the start of this project in 2012, there was little literature on URE, so the IHEODTD development team had to rely on innovation. Some similarity to the field of electromagnetic compatibility (EMC) provided a starting point for the project. This paper will cover the evolution of the IHEODTD URE system hardware and algorithms, motivated by the need for greater system reliability and data throughput. Index Terms -- Unintended radiated emission, anechoic chamber, radio frequency measurement.


## I. INTRODUCTION

## NSWC IHEODTD

NSWC IHEODTD is the field activity of the Naval Sea Systems Command (NAVSEA) that provides ordnance, energetics, and Explosive Ordnance Disposal (EOD) solutions. The division focuses on energetics research, development, testing, evaluation, in-service support, and disposal; providing warfighters solutions to detect, locate, access, identify, render safe, recover, exploit and dispose of explosive ordnance threats. The NSWC IHEODTD EOD Department (D) provides engineering and technical services to support Joint Service (Army, Navy, Marines, and Air Force) EOD requirements.

## The Task

The Sensors and Diagnostic Branch (D24) was tasked with the development of a URE system for the collection of data in
the RF bands, from extremely low frequency (ELF) to ultra high frequency (UHF). D24, along with several other government agencies collected data in parallel. Confounding this sizable task, was the need to collect URE data during development; sharing equipment and facilities with other NSWC IHEODTD RF projects during the collection period; and the collection and handling of enormous amounts of data (Terabytes/test object). Efficient automatic RF techniques would be needed to handle the sizable queue of test objects (well over 100); the large amounts of data being generated; and the limited test facility time, while keeping stringent data production schedules.


Fig. 1. Initial Prototype URE System

## What Is URE

Processing of URE can assist in the identification of electronic systems by their unintentional electromagnetic radiations. For example, the common simple digital watch has a standard low frequency (LF) oscillator at 32 kHz . RF detection with a spectrum analyzer or frequency counter identifying this common oscillator would be an indication of a watch within the vicinity, even if the watch was not visible. Other common electrical products, such as radios or phones have similar URE characteristics, but with more complexity due to the increased sophistication of the circuitry (i.e., electronics containing multiple oscillators).

## Approach

URE is a less documented field of RF test with few publicly available references to research. This required the
development team to establish innovative methods and unique designs of RF measurements and data acquisition. The parallels of URE to the field of EMC provided some reference and a starting point for the project. EMC equipment, such as antennas and analyzers; and procedures, such as measurement distances, could be considered for adoption into the developing NSWC IHEODTD URE system.
The overarching project specifications for this task were initiated in the Department of Defense (DoD) and followed by the civilian, industry and university team members. While some details of the data collection procedures were specifically spelled out (measurement distances, antenna positions, and data format) other details like particular hardware model numbers and software packages for the system were not specified. These design parameters were left to the decision of the data collection sites (of which Indian Head was one).

## II. Initial Design

The simplest URE setup consists of the radiating Device-Under-Test (DUT), a receive antenna, and a measurement instrument like a spectrum analyzer. IHEODTD's original prototype was not much more than this. The design can be improved by using an anechoic chamber for noise reduction, positioners for positioning consistency, and a PC for automation and data collection. The following paragraphs describe EOD's early design decisions.

## Chamber

EOD had one anechoic chamber, and fortunately it was adequate in size and frequency range. It had a $24^{\prime}$ by $12^{\prime}$ by 12 ' height interior with a 30 MHz to 18 GHz operating range. The shielding effectiveness is rated at 100 dB attenuation at 18 GHz , with a 1.5 kW per meter squared power rating. It is a semi-anechoic chamber, meaning the floor was not fully ferrite tiled and covered in anechoic materials, while the walls and ceiling were. This design was ideal for development, where the constant test development changes resulted in a steady amount of activity within the chamber. A full anechoic chamber would have suffered more damage to anechoic and ferrite materials due to the more narrow walking paths.

One problem with the chamber was that it was shared by several NSWC IHEODTD projects, one which had higher priority, and used it most days of the week. This could have forced the EOD URE project to seek the use of an anechoic chamber at one of the several nearby military bases, adding logistics complexities to the project. Good cooperation between NSWC IHEODTD departments allowed the URE project to negotiate a chamber sharing arrangement with the priority group. The URE team would get several hours of test time, later in the workday ( $\sim 3$ to 6 p.m.), preventing the need for shift work. The URE project, being initially a development effort, could use the morning hours for needed
system development, which did not require the collection of customer data within the shielded chamber.
Two separate patch panels on different sides of the chamber allowed the projects to have independent non-interfering work areas. Chamber antennas, test stands, and anechoic material positioning within the chamber had to be negotiated. Equipment that was not shared between the projects had to be moved in and out of the chamber; which resulted in the lowerpriority URE equipment having to be moved.

## Spectrum Analyzer

Although the NSWC IHEODTD EOD Department had one modest anechoic chamber, it had an abundance of RF test equipment. All the major spectrum analyzer manufacturers were represented, from hand-held units to powerful lab grade models.

Due to the firm project requirement of collecting RF data in the rectangular coordinate (IQ) format, a real-time spectrum analyzer (RSA) with IQ data format (Figure 2) was selected for use. Although NSWC IHEODTD had several IQ analyzers available, we selected one for use which had the best data throughput and the lowest upgrade cost to meet the needs of the project. The large measurement bandwidth of 110 MHz and respectable dynamic range ( 75 dBc ) was found superior to competing models on the base.


Fig. 2. RSA Display of IQ Format Data
If money was available, a faster spectrum analyzer would have been bought. Due to the large amounts of data that needed to be processed, small improvements in test speed, would result in great improvements in test schedule. The RSA used was several years old, and newer models with more memory and speed ( $>2 \mathrm{x}$ ) were available. Additionally, the EOD engineers were aware of spectrum analyzers with larger measurement bandwidths and the availability of high speed memory devices like the redundant array of inexpensive disks (RAID) which could greatly improve data collection speeds (a magnitude or more). However, at the beginning of this program, funding was not available to procure those assets.

## Antenna

Although NSWC IHEODTD had dozens of antennas to work with, the initial URE system utilized a broadband bilogical antenna. The driver in the selection decision was the coverage of project frequency range (ELF to UHF), with linear polarization. The bilogical was a large ( $\sim 40$ " $\times 40$ " $\times 20$ "), but fragile ( 4.5 pound) antenna. Fortunately the chamber's major project could utilize this same antenna, avoiding the necessity
of daily moving the antenna in and out of the chamber. NSWC IHEODTD also had an adequate antenna stand that allowed the antenna to be located in the center of the chamber. The antenna had a frequency range of 25 to 7000 MHz , with a gain of 6 dBi and a continuous power rating of 1000 Watts.

## Positioners

The test antenna had a mating wood tripod positioner that could be manually adjusted for height. Testing requirements called for vertical and horizontal measurements, so position was changed manually with the use of a bubble-level to keep the antenna straight. A hinge connection between the antenna and stand allowed height to be kept constant when antenna polarity was changed. A twin stand was used to support the DUT, which was typically a small commercial radio device. Since these DUTs were not designed for stand mounting, stability was achieved by low-tech means (tape, ties, etc.). Test requirements, treated all DUTs as a cube, and six measurement positions were required with each of the approximate cube sides of the DUT held perpendicular to the measurement antenna. Height of the two positioners were matched and kept constant to keep the antenna and DUT in the center of the chamber ( $\sim 6$ feet from the floor). The original measurement distance, called out by the test requirements, was 3 meters from test antenna to DUT.

## Computer

The control computer was a Dell Precision M6600 laptop with an Intel Core i7-2960XM processor. The hard drive memory was 685 GB while the RAM size was 32 GB . It had a 64-bit operating system with Windows 7 Professional. It was ordered with a DVD read/write drive.. The highest calculation complexity was expected to be the fast-fourier transform or FFT (Figure 3), which most modern PCs can handle. A laptop was chosen over a cheaper workstation alternative to allow for development work, away from the data collection site. Speed was important to the URE project because IQ data collection involved hours of data processing. A faster processor could shave hours off of the possibly weeks of testing required for each test item. Hard drive memory was not critical, because the memory requirements for the project were so great (Terabytes per test item) that data memory would have to be external. The RAM was maxed on the purchased PC, but that was probably excessive. That specification was driven by the potential requirements of the data acquisition and processing software, which was not positively known at the time of the PC purchase. The maximum number of ports was desirable, since instrumentation control was required and the data processing and storage system details were not yet known, but would be significant. The purchased PC came with four 2.0 USBs and a PCIe interface.

## Network

The plan, from the beginning of the project, was to have computer control of the URE data collection and processing.

The engineers at NSWC IHEODTD were familiar with LAN and General Purpose Interface Bus (GPIB) as choices for network communication between equipment. The choice was made to use LAN, because it was simpler and the interface cables were readily available. (Changed from LAN to GPIB, later in the project, for reasons to be described in the 'Hardware Improvements’ section.)


Fig. 3. Fast Fourier Transform (FFT) of IQ Data

## Data Storage

Data storage and the speed of data collection were the driving factors of the project. Less money was spent on speed requirements to keep development costs down, which resulted in using existing equipment that was available. While the system developers could make trade-offs on speed versus equipment money spent, there was no way to reduce the large amounts of data that would be generated. Requirements called for collecting long durations (originally 120 seconds) of IQ data over a wide bandwidth ( 2.5 GHz ), at six DUT positions, at two antenna polarizations, and multiple DUT settings (if the DUT had multiple configurations, such as channels). This resulted in data accumulations of 100's of Gigabytes, even Terabytes, for each test item.
If the needed memory could be built into our spectrum analyzer, this solution would have provided the best data acquisition speeds. The quantity of memory required did not exist as an option for the spectrum analyzer NSWC IHEODTD was working with. Although there were spectrum analyzers with large and fast memories, one was not available for this effort.

If the memory could not be put on the spectrum analyzer, the next choice for location would be on the PC. At the time of procurement, such a PC option was not readily available. Additionally the PC budget was finite $(<\$ 3 K)$. Another consideration was that the collected data had to be transferred to another laboratory for further processing. If the PC or PC drive had to be copied, on or off-site, data acquisition would come to a halt, since at the beginning of the project there was a budget for only one PC.

It was decided to use common, existing hard drives. This was a slow yet inexpensive solution. Unused drives from the base were collected and utilized. Reuse of disk space would have kept the system manageable, but an early decision by EOD management to keep copies of all data acquisitions,
resulted in constant searching for hard drives. This decision turned out to be a good one, since there were several occasions where data was lost or corrupted.

The central processing center for the data collected from the DoD collection sites, periodically sent each site a blank hard drive to transfer the latest collected data. Copying Terabytes of data would take hours on the available PCs. Initially at NSWC IHEODTD, data copying was done unmanned, during the overnight hours. However, shortly into the program, a second older laptop was checked out from base supply and used for this task.

## Software

The project had a choice of software: either using commercially-available instrumentation control and data processing packages or using a development language such as C or Basic. DoD management leaned toward using an instrumentation package and recommended LABVIEW and MATLAB. NSWC IHEODTD bought a license for each. One of the other collection sites developed the first acquisition software program for URE data collection in MATLAB and distributed it to the other sites. Each of the other sites customized this original program for their own use, making MATLAB the primary development software package for the URE data collection project.

## Prototype System

The initial prototyped system is shown in Figure 1: one PC, one RSA, one rectangular-polarized antenna, and one wooden pole to support the DUT. All testing was done in the NSWC IHEODTD Anechoic Chamber. The chamber's RF patch panels allowed for sealed chamber testing, where the receiving antenna would pass the RF data to the out-of-chamber RSA, which would store the recorded large IQ format files on an external multi-Terabyte drive. The control computer directed the RSA in MATLAB. Data requirements called for two polarities of testing (horizontal and vertical), so after testing was completed on one polarity, the antenna was manually rotated and the same test was repeated for the second polarity.

## Initial Data Collection Times

Due to the large IQ times initially required (up to 120 seconds), the broad frequency band coverage (ELF to UHF) and the vast amounts of resultant data (in the hundreds of Gigabytes per test) that had to move from the analyzer to the external drive, test times took 4 to 6 hours per test depending on the speed of the hard drive. Each DUT had to be tested in six positions and two polarizations. Additionally, a background test was taken in both polarizations, where the DUT was removed from the chamber for the duration of the background test. A single DUT would take ([6 positions + 1 background] x 2 polarities x 5 hours) or about 70 hours to test. These hours were multiplied by the test settings (frequency or channels) of the DUT, which were as many as three settings (3 $x 70=210$ hours). This time was multiplied by the number of duplicate items tested (same model, different serial numbers).

Typically, two of each model DUT was tested ( $2 \times 210=420$ hours). These long test times, coupled with the following additional requirements: a two DUT per month requirement; a 160 hour work month (with no overtime or shift-work); power outages causing test crashes which required repeating tests; periodic bumping from the chamber to make way for higherpriority projects; indicated that the prototype system would have to greatly improve to meet production.

## III. Data Processing

Raw RF IQ data was captured and sent to another facility for processing. Figure 2 (right side) shows a sample RSA display of collected IQ data. Typically, IQ data was collected using a 1.25 MHz measurement bandwidth for a period of 50 seconds. For quality assurance, a small percentage ( $\sim 1$ to $2 \%$ ) of collected IQ data files was processed at NSWC IHEODTD to verify that the data is correct. This was done using MATLAB and executing a FFT on the examined data file. Figure 3 shows an example of a frequency spectrum display created after running an IQ file through the FFT.


Fig. 4. Block Diagram of Current IHEODTD URE Measurement System [1]

## IV. IMPROVING THE URE MEASUREMENT SYSTEM

Figure 4 shows a block diagram of the current system with four chambers, two PCs, and four RSAs. Figure 5 is a photo of the current control console. The DUTantenna positioning system went from manual to fully-automated. Along with the hardware improvements, the software greatly improved, resulting in reduced test times. Early system test times that were longer than six hours, are now slightly below 4 hours. Software improvements now allow up to four channelrecordings simultaneously, compared to the system's original single channel. The dramatic improvements that occurred over a $11 / 2$ year period, to make the NSWC IHEODTD URE system successful in its mission are detailed in this section. The RF hardware and instrument evolution are discussed along with the improving software control, automation, and processing algorithms, for greater data acquisition speed and
reliability.


Fig. 5. Current URE Control Station

## Improvement Goals

The improvement goals were threefold:

1) Make system more reliable.

With the simple data acquisition system discussed, NSWC IHEODTD was up and running and collecting usable data within 3 month of project start. As with many prototype systems, there were many system crashes. A crash on a 5 hour test could result in the entire test being repeated, causing delays in schedule.
2) Make the system faster.

A single test item could take over a month to complete. The DoD customer expected multiple items a month. EOD did not have the resources to do shift work, and lost chamber time to other projects.
3) Keep development costs down.

The managers and engineers shared a philosophy of keeping costs down. The priority was to borrow equipment, long-term, instead of buying new. Software was developed in-house, instead of being contracted. System and software improvement ideas were shared between NSWC IHEODTD and their collection partners.

## Hardware Improvements

It was found that GPIB was more reliable than LAN. During the many hours of testing on the LAN setup, system failures were encountered that appeared to be due to communication problems between the PC and RSA. Although the crashes were infrequent, they were a nuisance because a multi-hour test may have to be repeated. Switching to GPIB virtually eliminated such crashes.

The electrical power in the building where the URE data was collected was unreliable. After a heavy rain, it was common to have a power dip or even an extended outage. These power outages interrupted test collection and sometimes resulted in repeating tests. Uninterruptible Power Supplies (UPS) where
installed on all the system equipment and power related test failures ceased to be a problem.
A second measurement channel was added to the URE system, improving reliability through redundancy. It also allowed test collection on two channels sequentially, which did not reduce test time, but allowed for longer continuous, unmanned (automated) testing. An identical antenna to our broadband antenna was bought, which allowed simultaneous collection of vertical and horizontally polarized data. The NSWC IHEODTD anechoic chamber was large enough to accommodate the large, dual antennas, side by side, while maintaining the required 6 foot test height and 3 meter test distance, for each antenna, from the DUT. Effort was saved by not having to stop testing, to reconfigure the antenna and test setup. A second RSA became available from a terminated project and our software was modified to run both spectrum analyzers at the same time.

An elevation/azimuth positioner was programmed and integrated into the URE system. To keep the electrical noise of the positioner motors from interfering with the RF testing, a double power supply and circuit card switch was designed (Figure 6) [2].


Fig. 6. Antenna Positioning System
An attachment was designed for the positioner to enable it to achieve all six required DUT test positions. Without the attachment, the positioner could only achieve five positions, requiring human intervention to move the DUT into the sixth.
With the capability of longer unmanned test times, and the higher reliability from improvements to the network and power, the URE testing could operate reliably, without personnel, through the overnight hours. This made for a productive coexistence with other NSWC IHEODTD projects, which could use the anechoic chamber during the day.
The chamber characteristics were improved under the URE project. More anechoic and ferrite materials were purchased and placed in the chamber floor areas that were missing these materials, being a semi-anechoic chamber. Just as when the above positioner noise-suppression system was installed, the chamber's interior RF environment was characterized with a
precision spectrum analyzer and the broadband antennas, to verify the reduction to the chamber's interior noise-level [3].

The URE PC had a display failure. The problem was solved by utilizing an external display until it was repaired under warranty. However, these emphasized the need to backup software and, eventually, get a second PC. Duplicate MATLAB licenses were bought for the second PC that mirrored the first PC. All in-house developed software was copied to the secondary PC. The second PC provided further software reliability and also allowed for simultaneous test collection (on one PC) and software development (on the other PC).

URE testing was extended to lower power devices. This enabled testing at closer ranges with EMC probes measuring the E and H fields. The EMC probes worked well with preamps, enabling the measurement of very weak component RF radiations. Smaller RF levels and smaller test distances, enabled the URE project to use smaller shield boxes that were available on the base instead of the large chamber. This freed up the large chamber, further, for sharing by other NSWC IHEODTD RF projects.
Two ~3' cubed, and two $\sim 1$ ' x 1' x 2' shield boxes were added to the EOD URE system, from other projects. One of the small shield boxes was placed inside one of the 3' cubed shield boxes (Figure 7), creating an extremely quiet RF test space and giving the URE system four distinct test chambers to connect to (large, 3 ' cubed, small, and double-shielded).


Fig. 7. Chamber within a Chamber
Two additional RSAs were made available to the URE project from completed projects. With the two PCs, multiple chambers, and four RSAs, four channels could be collected simultaneously. This meant the URE system could now measure H and V-polarities or E and H -fields on two devices simultaneously, in two distinct chambers, cutting test time in half.

## Software Improvements

Several of the NSWC IHEODTD engineers became knowledgeable MATLAB programmers, continuously automating, improving and speeding up the data processing. Manual operation of the spectrum analyzer, which slowed
down tests and introduced failure points, was automated in the software, increasing reliability and data acquisition speeds. The automated processes included spectrum analyzer calibration, attenuation setting, pre-amp setting, and display setting and scaling.

One of NSWC IHEODTD's first software modifications, to the system code was extending the operation to two channels, enabling simultaneous collection of data on two antenna polarizations. It took more familiarity with the spectrum analyzers to eventually trigger both analyzers simultaneously, with one PC, to cut data collection time in half. Using this technique with two PCs and two chambers (with two DUTs) enabled the quartering of the original test time.

As mentioned, code was written to control a precise azimuth and elevation positioner, and it was integrated into the URE system. This enabled testing the DUT sequentially at each of the required six test positions, while collecting data simultaneously at two antenna polarizations, without the need for operator intervention.

Remaining Test Time algorithms were inserted into the code, with screen displays that enabled the system operator to know when to return for the next test setup. Test run time was counted in the software and displayed on screen to enable the testing of software and hardware speed improvements.

A complex algorithm was coded, as an option, to suppress spectrum analyzer screen updates, which provided a considerable data acquisition speed improvement ( $\sim 25 \%$ ).

## V. CONCLUSIONS

This paper details a well-managed and engineered URE measurement development project that succeeded in developing a system that can distinguish the radiated emissions of RF devices from the background noise by using the appropriate configuration of a sensitive receiver, RF chamber, antennas and amplifiers. Following NSWC IHEODTD's example of metered expenditures, a URE development project could use this paper as a template for incrementally building a measurement system. Existing or beginning URE projects can use this paper for ideas on URE techniques and measurement automation.
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[^0]:    ${ }^{1}$ Since in the LZZM the value of $Z L$ is known prior to the calibration, as a byproduct of the calibration process, $Z m a$ may be calculated once the ratio $Z l / Z m a$ is known. Calculating Zma is not required in the LZZM to determine the calibration terms.

[^1]:    ${ }^{1}$ Expressed by $\varepsilon^{*}=\varepsilon^{\prime}-\mathrm{j} \varepsilon^{\prime \prime}$ where $\varepsilon^{\prime}$ and $\varepsilon^{\prime \prime}$ are both positive.

[^2]:    ${ }^{2}$ Loss tangent $\tan \delta=\varepsilon^{\prime \prime} / \varepsilon^{\prime}$

