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Abstract—A testbed is reported for the measurement of the instantaneous power dissipation of a dual input Chireix power amplifier (PA) driven by an LTE signal. An FPGA system is used to dynamically control the phase difference and respective incident power level of the two signals injected at the dual-inputs of the Chireix PA under test. The dynamic drain currents of the power amplifier are measured using two Hall effect current probes placed inside and outside the PA biasing network. The synchronized acquisition of the biasing current, biasing voltage, and RF output power of the PA is then performed for 1 MHz and 10 MHz bandwidth LTE signals. As expected, the power spectra of the biasing currents exhibit twice the bandwidth of the LTE signals. After some signal processing and calibration, an estimation of the dynamic efficiency is obtained from the measured dynamic biasing current and RF output power. It is further verified that the insights obtained from the modeling of the dynamic power dissipation and its memory effects can assist with the optimization of the Chireix phase control required to maximize the average power efficiency of the Chireix PA.

Index Terms—Chireix Power Amplifier, GaN HEMTs, Long Term Evolution Advanced (LTE-A), PA Efficiency, Outphasing.

I. INTRODUCTION

Modern communication transmitter systems require power-efficient and linear RF amplifiers to handle the wideband or multiband signals resulting from carrier aggregation, such as in long term evolution advanced (LTE-A) standards [1]. Such communication signals are known to exhibit high peak to average power ratio (PAPR) and special PA architectures such as the Doherty [2], [3] and envelope tracking PAs [4] are used in basestations in order to achieve a high power-efficiency at both peak and backoff power levels while maintaining a reasonably linearity. Digital predistortion (DPD) can then be used to achieve a highly linear operation.

Recently, linear amplification using nonlinear components (LINC) has also been the object of renewed interests [5]. The Chireix amplifier implementation relies on the concept of outphasing to control the output power to obtain a high efficiency between the peak and backoff power levels. In this study a Chireix PA realized with two GaN HEMTs is considered. Under CW operation, one can determine the optimal outphasing phase and input power of the signals exiting a dual-input Chireix PA resulting in an optimal efficiency operation at each output power level. However such amplifiers are intended to be used with modulated signals for which the PA mostly operates at lower average power with infrequent operation at peak power. Under such conditions, self-heating and trapping in the GaN HEMTs will be reduced and the optimal phase and input power control may benefit from being modified. Any insight we may gain on the instantaneous power dissipation under time-varying output power signals can then facilitate the optimization of the PA controls.

With such motivations in mind, we present in this paper a testbed for simultaneously measuring the instantaneous power dissipation and the output RF power of a dual input Chireix PA when driven by an LTE signal. For this purpose a FPGA testbed was developed for the synchronized acquisition of the biasing current, biasing voltage and RF output power of the Chireix PA. This testbed is presented in Section II and the measurement results reported in Section III. The results obtained are summarized in Section IV and further applications and investigations are proposed.

II. EXPERIMENTAL TESTBED FOR CHIREIX MEASUREMENTS

The testbed used for the measurements is shown in the Fig. 1. The digital environment consists of an ARRIA V FPGA RF board with a dual-channel transmitter and a receiver which shares the same clock. The RF transmitter modulator board from Texas Instruments includes dual 16-bit DACs operating with a synchronization clock set at 307 MHz. In addition, these two DACs use an interpolation factor-by-4 to allow for the use of a digital IF, such that the residual LO leakage of the I/Q modulators can be more readily filtered as needed. The receiver board is based on a TSW1266 I/Q demodulator operated at a sampling rate of 614 MHz. The LTE-advanced digitized signals are directly stored in the FPGA internal memories enabling the system to play and record time-synchronized data directly under Matlab control with the execution of Quartus tcl scripts.

The baseband drain current measurements of the Chireix PA system is performed using an oscilloscope (DPO7104 Tektronix). Two current probes (TCP0030) are used to measure the current waveforms at two different location in the PA drain biasing network. A third channel is used to acquire the envelope waveform of the PA output using a diode detector (HP423B) for the purpose of synchronizing the scope and FPGA measurements. The oscilloscope is controlled through a GPIB-USB-HS interface, and the biasing currents and envelope waveforms data are acquired using a Matlab script. Once the setup system is initialized, the measurements of the current
waveforms and the FPGA data (AM/AM and AM/PM) can be performed at the same time.

The Chireix PA output is connected to a HP 437B power meter via a 24 dB coupler for measuring the PA output power, while the signal collected at the through-port of the coupler, is sent to a power attenuator. The attenuated signal is collected and sent to the receiver board where it is digitized and stored in the FPGA internal memory.

A. Phase and Power Calibration Procedure

In order to amplify an LTE signal represented by \( x(n) = I(n) + jQ(n) = |x(n)| \exp[j\phi_x(n)] \) the dual-input Chireix PA needs to be controlled by two modulated RF signals which can be represented by the following complex outputs \( x_1(t) \) and \( x_2(t) \):

\[
\begin{align*}
  x_1(n) &= I_1(n) + jQ_1(n) = |x_1(n)| \cdot e^{j\phi_1(n)} \\
  x_2(n) &= I_2(n) + jQ_2(n) = |x_2(n)| \cdot e^{j\phi_2(n)}
\end{align*}
\]

with respective phases:

\[
\begin{align*}
  \phi_1(n) &= \phi_x(n) - \frac{1}{2} \phi_{\text{diff}} [P_{\text{out}}(n)] \\
  \phi_2(n) &= \phi_x(n) + \frac{1}{2} \phi_{\text{diff}} [P_{\text{out}}(n)],
\end{align*}
\]

and respective amplitudes:

\[
\begin{align*}
  |x_1(n)| &= \sqrt{P_{\text{inc},1} [P_{\text{out}}(n)]} \\
  |x_2(n)| &= \sqrt{P_{\text{inc},2} [P_{\text{out}}(n)]}.
\end{align*}
\]

In the above formula, \( \phi_{\text{diff}} [P_{\text{out}}] \) is the input-referred out-phasing phase difference \( \phi_2 - \phi_1 \) and \( P_{\text{inc},1} [P_{\text{out}}] \) and \( P_{\text{inc},2} [P_{\text{out}}] \) are the incident powers applied at the PA inputs 1 and 2. Their functional dependences on the targeted output power \( P_{\text{out}} \) have been predetermined during the design and subsequent CW testing of the Chireix PA under test.

Thus for the Chireix PA to work as designed and yield the targeted output power and efficiency, the proper signals \( x_1 \) and \( x_2 \) must be applied at its inputs in terms of phase and amplitude. It was found that for the tested PA, the power efficiency degraded significantly even for a one degree error in phase.

![Fig. 1: Overall testbed diagram for measurements.](image1.png)

![Fig. 2: Conceptual diagram for the phase and power calibration.](image2.png)
cable lengths, group phases and gains in the driver PAs result in signals at the output of the driver branches which are strongly mismatched in terms of phase and power. A power and phase calibration is thus required to properly drive the Chireix PA.

Fig. 2 shows a conceptual diagram of the measurement setup used for the phase calibration which is realized by sweeping the phase offset while using a passive power combiner instead of the Chireix PA. To perform the phase calibration, two identical LTE-advanced signals of 10 MHz bandwidth each are applied to the input of the pre-characterized power combiner. This configuration enables us to obtain the required phase difference at the inputs which yields a phase match at the output.

An RF USB power sensor is used for measuring and recording the average power and peak power under a Matlab script control. The optimal phase $\phi_{\text{max}}$ is the phase which yields a peak output power when the two signals add constructively. The anti-phase $\phi_{\text{min}}$ is the phase which yields a minimum output power when the two signals add destructively. These two phases verify $\phi_{\text{max}} - \phi_{\text{min}} = 180^\circ$. After the phase calibration, the error correction is simply performed using:

$$x_{2,\text{cal}} = x_2 e^{j\phi_{\text{max}}} \quad \text{and} \quad x_{1,\text{cal}} = x_1$$ (7)

For driving the Chireix PA a power calibration is also required for the driver branches so that the correct incident power levels are applied at both inputs. Note that the two driver branches are operating in their linear range. They provide each about 50 dB gain. For this purpose, a simple scaling factor is applied to $x_1$ and $x_2$ in Matlab after calibration. A power level of 20 dBm is approximately targeted for $P_{\text{inc},1}$ and $P_{\text{inc},2}$ to operate the Chireix PA device being tested.

III. MEASUREMENT RESULTS

The power spectra obtained for the DC current probes and RF output power for a 1 MHz LTE signal are shown in Fig. 3. As expected, the power spectra of the biasing currents $I_{\text{DC}}$ exhibit twice the bandwidth of the LTE signal $x$ since we have:

$$\eta(P_{\text{out}}) = \frac{P_{\text{out}}}{I_{\text{DC}}(P_{\text{out}})V_{\text{DD}}}$$ (8)

with $V_{\text{DD}}$ the power supply and $P_{\text{out}} = P_{\text{out, max}}|x|^2$. Similar results are obtained for the 10 MHz LTE signal in Fig. 4. The current probe placed in the middle of the biasing network measures a current with the widest bandwidth as expected. The voltage fluctuation of the 24 V supply voltage at that point remains itself below 2 mV. A linear filter model is extracted under dynamic operation to characterize the filtering effect of the bias network. The model yields an normalized mean square error (NMSE) of -38.4 dB and -26.5 dB respectively for the current probes 1 and 2. The PAPR measured in the signals LTE 1 MHz and LTE 10 MHz using a preliminary linearization is around of 7.5 dB and 9.6 dB respectively. A nonlinear filter should allow for an improved current modeling accuracy for the 10 MHz LTE case.

Fig. 3: Power spectra of a) DC current probe 1, b) DC current probe 2, c) filtered DC current probe 2, and d) output RF power for a 1 MHz LTE signal.

Fig. 4: Power spectra of a) DC current probe 1, b) DC current probe 2, c) filtered DC current probe 2, and d) output RF power for 10 MHz LTE signal.

The effective instantaneous efficiency predicted from the dynamic current measurement with the help of the filter is shown in Fig. 5 (blue dots) for the 1 MHz LTE signal and is shown in Fig. 6 (blue dots) for the 10 MHz LTE signal. Keeping the same filter calibration, the effective instantaneous efficiency is observed in Fig. 5 to be reduced once an outphasing error of 1 degree is introduced in the phase calibration. The average efficiency is correspondingly reduced by about 15 percent (green dots). This demonstrates
The capability of the modeling to estimate the variation of the effective instantaneous efficiency to assist the user with the optimization of the average power efficiency.

IV. Conclusion

The modeling of the supply terminal impedance of PAs has been investigated in the case of envelope tracking PAs [6] to assist with their control. Similarly in this paper, a testbed is reported for the measurement of the dynamic power dissipation of Chireix PAs driven by an LTE signal to assist with their control. More details on the Chireix PA which was designed using an embedding device model [7] will be subsequently reported. A preliminary linear model was developed for the DC current measured in the biasing network.

The measurement of the dynamic biasing current and the estimation of the effective instantaneous efficiency provides useful feedback on the Chireix PA operation which can be used to optimize its controls $\phi_{eff}$, $P_{out}$, $P_{inc,1}$, $P_{inc,2}$ for the purpose of increasing its average power efficiency under dynamic operation.
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Radiated Power Based on Wave Parameters at Millimeter-wave Frequencies for Integrated Wireless Devices

Damir Senic¹, Kate A. Remley¹, Dylan F. Williams¹, Diogo C. Ribeiro², Chih-Ming Wang¹, Christopher L. Holloway¹
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Abstract — We provide total radiated power measurements at millimeter-wave frequencies using a reverberation chamber and a power-calibrated vector network analyzer capable of measuring wave parameters. We compare total radiated power results obtained from two different approaches. In the first approach, applicable when the terminals of the antenna under test are accessible, the total radiated power is calculated directly from forward and reflected waves. In the second approach, when we cannot access the terminals of the antenna under test, the total radiated power is calculated from measured forward and reflected waves at the receive antenna taking into account chamber loss. The results from the two different approaches have excellent agreement, and are within the measurement uncertainty. The uncertainty in our total radiated power measurements is below 2%.

Index Terms — Antenna measurement, communication systems, internet of things, millimeter-wave wireless, reverberation chamber, radiated power measurement, wave parameters, wireless systems.

I. INTRODUCTION

Modern communications systems rely on the modulation of radio-frequency (RF) signals to exchange information. Different equipment can be used to analyze RF signals, including power meters, spectrum analyzers, oscilloscopes, vector signal analyzers, and vector network analyzers (VNAs). Here, we will focus on use of a VNA for analyzing RF signals in terms of total radiated power (TRP).

Power-calibrated VNAs have been traditionally used for conducted power measurements. While this was feasible for devices with accessible output terminals, modern communication devices have integrated antennas and direct measurement at the antenna terminals is not possible. Consequently, the only available solution is a transition from on-wafer to over-the-air (OTA) measurements. Reverberation-chamber-based test methods are efficient, and standardized approaches are recently available for OTA test [1].

Traditionally, reverberation chambers (RCs) were used for various measurements in electromagnetic compatibility (EMC) [2] and, more recently, wireless communications [1]. An RC is an electrically-large resonator with a high-Q value [3], [4]. Due to that fact, the instantaneous spatial distribution of the electromagnetic fields inside such an environment is not uniform. In order to estimate a quantity of interest from measurements in a reverberation chamber, we need to average over measured randomized field samples. Field randomization, or “mode-stirring” techniques include mechanical paddle stirring, where electrically-large paddle(s) move and change the boundary conditions inside a chamber, and position stirring, where the device under test (DUT) antenna is moved.

In this paper, we study total radiated power based on wave-parameter measurements at millimeter-wave frequencies inside an RC. In the past, radiated-emission tests from different RF sources were performed in anechoic chambers or open area test sites, where the limits referred to the maximum electric field strength at certain distance, defined by e.g., [5]. On the other hand, emissions tests performed inside an RC provide us with compliance in terms of TRP. The advantages of using RCs compared to anechoic chambers or open area test sites are mainly in their low cost, simplicity, and shorter measurement times. Much of the prior work on total power radiated by intentional and unintentional sources can be found in [6]-[11].

Wave parameters have the advantage that a power-calibrated VNA can report the forward and reverse waves’ power levels directly. By adding a phase reference [12], we can obtain both magnitude and phase information of each frequency component. Even though this paper focuses on TRP from a CW signal, we plan to use the same setup for periodic modulated signals, where a phase reference is of the utmost importance.

Since millimeter-wave frequencies will most likely be used in the next-generation wireless networks [13], we decided to do our research at this frequency range.

II. RADIATED POWER

According to [2], the amount of RF power radiated ($P_{\text{rad}}$) by a device under test can be determined by measuring the amount of power received by the receive antenna ($P_{\text{rec}}$). Taking into account chamber loss ($G_{\text{ref}}$), $P_{\text{rad}}$ can be expressed as:

$$P_{\text{rad}} = \frac{P_{\text{rec}}}{G_{\text{ref}}}.$$  

(1)

To determine $G_{\text{ref}}$ from measurements, we must remove the effects of efficiency and mismatch at the antennas ports. In this case, $G_{\text{ref}}$ can be expressed as:

$$G_{\text{ref}} = \frac{\langle |S_{21}|^2 \rangle}{\eta_{\text{TX}}\eta_{\text{RX}}\left(1-\langle |S_{11}|^2 \rangle\right)\left(1-\langle |S_{22}|^2 \rangle\right)},$$

(2)
where the brackets denote the ensemble average over the mode-stirring sequence, $S_21$ is the forward transmission scattering parameter, and the terms in the denominator represent the freespace radiation efficiency ($\eta_{\text{TX}}$ and $\eta_{\text{RX}}$) and mismatch for the two antennas. These may be measured in either an anechoic chamber or in an unloaded chamber, such as we have here.

The power at the receive antenna is traditionally measured by a spectrum analyzer, power meter, or base station emulator. In this paper, we will show that power at the receive antenna can be more easily measured by a power-calibrated VNA because all mismatch corrections are performed automatically even while the chamber characteristics are changing. The power will be defined in terms of wave parameters $a$ and $b$, where $a$ is proportional to the voltage of the incident wave and $b$ is proportional to the voltage of the reflected wave at the measurement reference plane, normalized to the square of the system characteristic impedance [14]. In this study, we can access the DUT’s antenna terminals. Thus, we can measure the radiated power at the transmit antenna directly in terms of incident ($a_i$) and reflected ($b_i$) waves as:

$$P_{\text{rad,direct}} = \left| a_i \right|^2 \left| b_i \right|^2 \eta_{\text{TX}}.$$  

(3)

On the other hand, to simulate a DUT whose antenna terminals cannot be accessed, we can also assess total radiated power from (1) by measuring chamber loss (2) and the power at the receive antenna:

$$P_{\text{rad,integrated}} = \frac{P_{\text{ref}}}{G_{\text{ref}}} = \frac{\left| b_2 \right|^2 - \left| a_2 \right|^2}{G_{\text{ref}}}.$$  

(4)

where $a_2$ and $b_2$ are wave parameters measured by the VNA at the receive antenna port.

We next describe the measurement setup that we used. In Section IV, we will give the results from (3) and (4) and compare them in order to verify the VNA’s applicability for power measurements of wireless devices with integrated antennas.

III. MEASUREMENT SETUP AND PROCEDURES

We performed total radiated power measurements over a frequency range from 43 GHz to 47 GHz using an RC with a power- and phase-calibrated 50 GHz VNA, as shown in Fig. 1. Power was calibrated by a wideband, diode-based power sensor connected to the power meter. Phase calibration was achieved by use of two comb generators, one connected to port 2 of the VNA during the measurements and the other connected to the transmit calibration plane during the calibration of the VNA. Even though a phase calibration is not necessary for total radiated power measurements, we plan to use this setup as a base for more complex, modulated signals measurements where precise phase information of each frequency component is required.

The chamber was equipped with two mechanical stirrers. The larger one rotated about a horizontal ($H$) axis within a cylindrical volume of 0.6 m height and 0.2 m diameter, while the smaller one rotated about a vertical ($V$) axis within a cylindrical volume of 0.5 m height and 0.2 m diameter. The RC’s size was 1 m ($l \times 0.65 \ m (w) \times 0.55 \ m (h)$), which corresponds to an electrical size of approximately $150 \lambda \times 100 \lambda \times 80 \lambda$ at the center frequency of 45 GHz.

We used three different transmit antennas that have different radiation patterns (from highly directional to omnidirectional in half-space) to simulate a wide range of real integrated antennas. Measured antennas included a waveguide horn antenna, an open-ended waveguide (OEW), and a microstrip patch antenna. The transmit and receive antennas were oriented away from each other in order to lower the unstirred energy ($K$ factor) between them [15]. The RC’s bulkhead was equipped with two feedthroughs, one waveguide that was connected to the VNA’s port 3 and the other a 2.4 mm coaxial connected to the VNA’s port 1. The waveguide horn receive antenna at port 3 was oriented toward the vertical stirrer (see Fig. 1). The signal from the 2.4 mm feedthrough was brought to the transmit antenna via a coaxial cable for the microstrip patch antenna and a coaxial-to-waveguide transition for OEW and waveguide horn antenna.

The transmit antennas were oriented toward the horizontal stirrer and positioned in the middle of the RC’s working volume (see Figs. 1 and 2). Key measurement parameters are summarized in Table I.

Wave parameters were measured for 2500 paddle orientations (50 vertical and 50 horizontal). Calibration standards and DUT measurements were collected as raw data, and calibration was performed afterwards within the NIST Microwave Uncertainty Framework [16, 17].

<table>
<thead>
<tr>
<th>TABLE I: MEASUREMENT PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Frequency range</td>
</tr>
<tr>
<td>Number of frequency points</td>
</tr>
<tr>
<td>IF bandwidth</td>
</tr>
<tr>
<td>Measurements</td>
</tr>
<tr>
<td>VNA output power level</td>
</tr>
<tr>
<td>VNA dwell time</td>
</tr>
<tr>
<td>Paddle step size ($V \times H$)</td>
</tr>
<tr>
<td>Number of paddle orientations</td>
</tr>
</tbody>
</table>

![Fig. 1. Schematic layout of measurement setup for total radiated power measurements based on a power- and phase-calibrated VNA.](image-url)
IV. RESULTS

In this section, we compare total radiated power results measured directly from the wave parameters using (3) to those obtained from scattering-parameters measurements of $G_{\text{ref}}$ using (4). We measured $G_{\text{ref}}$ with the same pair of antennas we used for our DUT measurements which could artificially lower the uncertainty. Even though these would typically be different pairs of antennas, our focus is on the difference in the approaches from (3) and (4). Note that to calculate the total radiated power by applying (3), we need to have access to the transmit antenna terminals. Common DUTs generally do not have accessible antenna terminals. In that case, we need to use (4). Taking (3) as true value for total radiated power, we will show how good our estimate of total radiated power (4) is based on the received power and chamber loss measurements.

In order to simulate different DUTs, the VNA was connected to various transmit antennas, each with its own radiation pattern and efficiency. The VNA was set to -10 dBm output power. In Fig. 3, we present TRP results for the three different transmit antennas obtained from (3) as solid lines and (4) as dotted lines. The differences in calculated TRP from (3) and (4), given as $\Delta P_{\text{rad}}$, are shown in Fig. 4 with error bars as uncertainty values. The mean (over a 4 GHz bandwidth) differences between the two different approaches for the waveguide horn antenna, OEW, and microstrip patch antenna were 0.053 dB, 0.051 dB, and 0.055 dB. Excellent agreement is seen, with differences at or within our measurement uncertainty given in Section V.

Our research indicates that the waveguide horn antenna had the highest average (over 4 GHz bandwidth) TRP of -16.24 dBm. This is due to its high efficiency (low losses and good impedance match). At the same time OEW radiated -16.55 dBm on average, and microstrip patch antenna -17.48 dBm. Note also that the patch TRP drops very fast above 45 GHz. The reason for the drop is poor matching above that frequency. A similar effect was observed in the antenna efficiency study given in [18].

V. MEASUREMENT UNCERTAINTY

In this section, we provide measurement uncertainty results from the NIST Microwave Uncertainty Framework [16],[17] calculated using both sensitivity and Monte Carlo approaches. The Framework is a NIST-developed software package that allows assignment of uncertainties and probability distributions to error mechanisms in the calibration, and propagates the associated uncertainties to the end result. From repeat measurements, it can also determine random components of measurement uncertainty.

The Framework represents the resulting errors as perturbed measurement vectors that are propagated from one calculation step to the next. This enables uncertainties to be correctly correlated throughout the calculations even when the same uncertainty mechanism is present at different steps of the calculation. The Framework captures and propagates the uncertainties of wave-parameter measurements and finds the correlation between them. By identifying the error mechanisms in the calibration standards, we can determine the correlations between the wave parameters across frequencies, which can then be propagated into the measurement uncertainties.
In [15], [18], we showed that the uncertainty due to the lack of spatial uniformity is not significant for our unloaded chamber. Therefore, we will study only the uncertainty due to the finite number of mode-stirring measurement samples. Regarding future measurements of modulated signals, for which we need to load the chamber to broaden the coherence bandwidth, the uncertainty due to the lack of spatial uniformity should be taken into account.

The uncertainty in the differences between two approaches for the three different simulated DUTs is given in Fig. 4. While the uncertainties for the waveguide horn antenna and the OEW are similar, the higher uncertainty values can be seen for the microstrip patch antenna. The reason for that is caused by the added uncertainty from the de-embedding of a coaxial-to-waveguide adapter. Note that the calibration was performed at the waveguide plane. Maximum uncertainty values from the NIST Microwave Uncertainty Framework for the waveguide horn, OEW, and microstrip patch antennas were 1.75% (0.075 dB), 1.66% (0.071 dB), and 2.41% (0.103 dB).

VI. CONCLUSION

In this paper, we presented TRP measurement results inside an RC obtained with a power-calibrated VNA at millimeter-wave frequencies. We derived TRP expressions in terms of wave parameters for the two different cases: 1) for accessible DUT antenna terminals, and 2) for integrated DUT antennas. In the first case, the TRP can be easily calculated by measuring power levels of forward and reflected waves. In the second case, besides measuring power levels of forward and reflected waves at the receive antenna, we also need to measure the chamber loss. Results obtained from the two different approaches were compared and showed excellent agreement within our calculated measurement uncertainties.

We performed measurement uncertainty analysis using the Microwave Uncertainty Framework, which assigns uncertainties and probability distributions to error mechanisms in the calibration, and propagates the associated uncertainties to the end result. The uncertainties we obtained agree well with uncertainty calculations in our previous research employing an unloaded RC.

Here, we showed that a power-calibrated VNA extended existing methods for radiated power measurements. Our future work will include TRP measurements of modulated signals at millimeter-wave frequencies based on an RC and power- and phase-calibrated VNA.
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Abstract—This paper describes the design, fabrication, and testing of an on-wafer substrate that has been developed specifically for measuring extreme impedance devices using an on-wafer probe station. Such devices include carbon nano-tubes (CNTs) and structures based on graphene which possess impedances in the kΩ range and are generally realised on the nano-scale rather than the micro-scale that is used for conventional on-wafer measurement. These impedances are far removed from the conventional 50-Ω reference impedance of the test equipment. The on-wafer substrate includes methods for transforming from the micro-scale towards the nano-scale and reference standards to enable calibrations for extreme impedance devices. The paper includes typical results obtained from the designed wafer.

Index Terms—Calibration, on-wafer measurement, nano-scale, co-planar waveguide, RF nanotechnology, extreme impedance measurement.

I. INTRODUCTION

New nano-scale device and material technologies are rapidly emerging to support the Internet-of-Things (IoT), wearable electronics and quantum computing. These new devices derive their advantages from material properties and physical dimensions. Universal high-frequency techniques and standards are required to measure accurately and characterize these devices for their further use in new applications. The intrinsic high impedances (kΩ) of these devices are significantly higher than the 50-Ω reference impedance of the measurement equipment [1]. This is the main barrier to characterize accurately such devices using the available test equipment, as a highly sensitive system will be required to account for the high reflections generated by these devices [2]. In addition, the dimensions of these devices are three orders of magnitude smaller than the available microwave probes. This paper describes a reference wafer that contains access structures and calibration standards that deal with the change in mechanical dimensions to enable reliable on-wafer metrology of nano-scale devices.

Research has been published to date on physically accessing nano-scale devices, using conventional measurement systems, via a co-planar waveguide (CPW) that is tapered down to a few μm [3]-[5]. The reference wafer described in this paper includes similar access structures. The wafer also includes calibration standards that enable the reference planes of the measurements to be moved to the device-under-test (DUT). The standards enable several calibration techniques to be investigated for high-frequency characterization at this scale.

II. DESIGN

The design of the access structures is based on a ground-signal-ground (GSG) CPW transmission line similar to [3]. Fig. 1 shows the dimensions of an open-circuit structure used as one of the calibration standards. Going from left to right in Fig. 1, the signal conductor width is 100 μm and the separation between the signal and ground conductors is 66 μm. The signal and ground conductors are then tapered so that the signal conductor width is reduced to 4 μm. The same methodology can be extended to narrower lines, however the dimensions were limited by the uncertainty of the fabrication process. This provides a position where a nano-scale device can be placed and subsequently measured. The conductor metal used is gold (Au) of 500 nm thickness on a 400 μm gallium arsenide (GaAs) dielectric substrate. A 25 nm titanium (Ti) layer was used beneath the Au to enhance adhesion to the substrate. The dimensions of the CPW were chosen to preserve a 50-Ω characteristic impedance (Z0) at all places along the CPW line. This minimizes reflections originating from the structures, and thus transfers the maximum amount of the signal to the DUT.

The calibration standards included on the fabricated wafer are five lines having lengths of 0.5 mm, 1 mm, 2 mm, 3 mm and 5 mm, five offset shorts with different phase delays designed for 15 GHz, open, short, 50-Ω load, and thru. In addition, empty one-port and two-port structures with gaps between 2 μm and 20 μm were included to enable nano-scale devices to be placed and measured. Calibration standards were designed to perform a two-tier calibration moving the

![Fig. 1. Open-circuit calibration standard included in the fabricated wafer. The dimensions shown were selected to achieve a 50-Ω characteristic impedance across the entire structure.](image-url)
reference plane of the measurement from the tips of the microwave probes to the end of the tapered conductor line of the CPW.

III. FABRICATION

The fabrication of the wafer was performed at the Institute of Electronics, Microelectronics and Nanotechnology (IEMN, RENATECH). The resistive layer (Ti) used for the load standards has thickness of 23 nm. The process flow is based on conventional optical lithography, metal evaporation and liftoff steps. Scanning electron microscope (SEM) based images show a dispersion of the structure dimensions over the full wafer less than +/- 300 nm. The variation in the thickness of the metallic layers, obtained by atomic-force microscopy (AFM) measurements, is between +/- 10 nm and +/- 1.5 nm for Au and Ti layers respectively. Fig. 2 shows the 3 inch wafer designed and it includes eight copies of the access structures and calibration standards.

IV. MEASUREMENT SET-UP

Initial measurements were performed on the fabricated structures to verify, by comparing with electromagnetic simulations, that they have been designed and fabricated correctly. For the S-parameter measurements, a Keysight N5247A PNA-X Vector Network Analyzer was used. The on-wafer probes used were MPI Titan 26 GHz GSG probes with 150 µm pitch.

The system was calibrated up to the probe tips by the short-open-load-thru (SOLT) calibration method using an MPI AC-2 impedance standard substrate [6]. The measurement configuration using an MPI TS-2000 probe station located at n3m-labs1 is shown in Fig. 3. QAlibria software was used to calibrate the VNA and to obtain the corrected results [7]. The frequency range of the measurement was set to 0.1-26 GHz with 100 Hz IF bandwidth.

V. STRUCTURE MEASUREMENTS

Measurements were performed on two different back-to-back access structures included in the fabricated wafer. This structure will be used as a thru calibration standard when measuring a nano-scale device in order to move the reference plane of the measurement to the end of the tapered line. One of the these back-to-back structures is shown in Fig. 4.

The reflection (S_{11}) and transmission (S_{21}) coefficients obtained for the measurements and electromagnetic simulation of these back-to-back structures are shown in Figs. 5 and 6 respectively. The simulation and design of the structures was performed using em from Sonnet Software [8]. For the simulation 50-Ω ports were used in a single mode CPW structure. The simulated structure includes a 500 nm Au

1n3m-labs is the joint NPL/University of Surrey Nonlinear Microwave Measurement and Modeling Laboratories, n3m-labs.org.
metallization with conductivity of $3.8 \times 10^7$ S/m on a 400 µm GaAs dielectric with a relative dielectric constant ($\epsilon_r$) of 12.9 and resistivity of 1 MΩ·m.

The measurement results show that the reflection coefficient is lower than -25 dB at all frequencies and therefore the designed structures have an approximately 50-Ω characteristic impedance. Moreover, there is good agreement between the simulated and measured data. A plot of the reflection coefficient’s phase is not included because phase becomes indeterminate when the magnitude of a signal is relatively small (i.e. compared to the measurement system noise floor).

VI. DEVICE MEASUREMENTS

Since the S-parameter measurements of the access structures have shown that they behave as expected, a measurement of a device was implemented using the access structures and calibration standards included on the reference wafer. The same measurement set-up as before was used. A multi-line thru-reflect-line (TRL) [9], [10] calibration was conducted to move the reference plane of the measurement to the DUT. One of the back-to-back structures measured was used as the thru standard, an open was used as the reflect standard and four lines with lengths of 0.5 mm, 1 mm, 2 mm and 3 mm as the line standards. A 5-mm line included on the wafer was used as the device to be measured.

The line standards, due to the small physical dimensions at the sub-micro scale, are very lossy having a high characteristic impedance [11] expressed by $Z_0 = (R + j\omega L)/(G + j\omega C)$ where $R$ is the resistance per unit length, $L$ is the inductance per unit length, $G$ is the conductance of the dielectric per unit length, $C$ is the capacitance per unit length and $\omega$ is the angular frequency.
Through simulation the characteristic impedance of one of the line standards was calculated. This impedance has to be accounted for as it is a critical parameter for an accurate TRL calibration. Using (1) and (2) [12] the measured S-parameters were re-normalized to the 50-Ω reference impedance of the system.

\[ S_{\text{NORM}} = (S_{\text{MEAS}} - XI)(I - S_{\text{MEAS}}X)^{-1} \]  

\[ X = (Z_{\text{Line}} - Z_{\text{REF}})/(Z_{\text{Line}} + Z_{\text{REF}}) \]  

where \( S_{\text{NORM}} \) are the re-normalized S-parameters, \( S_{\text{MEAS}} \) are the measured S-parameters, \( I \) is the identity matrix, \( Z_{\text{Line}} \) is the characteristic impedance of the line standard and \( Z_{\text{REF}} \) is the reference impedance of the measurement system.

The S-parameter measurements of the 5-mm line are shown in Figs. 7 and 8. The measured data do not match the simulated data because they are referenced to the characteristic impedance of the line standard, whereas the simulated data are referenced to 50 Ω. The re-normalized S-parameters of the measured data match the simulation data more closely. This indicates that the reference plane of the measurement has been successfully moved to the DUT due to the calibration.

**VII. CONCLUSION**

The design and fabrication of a reference wafer containing access structures and calibration standards enabling the measurement of nano-scale devices at microwave frequencies has been presented. The structures presented are based on a CPW design, moving the reference plane of the measurement from the conventional micro-scale to the sub-micro scale.

Now that the structures and standards have been verified, they will be utilized in the near future to develop a new method which transforms the 50-Ω reference impedance of the test equipment to the kΩ range for the accurate characterization of extreme impedance nano-scale devices. In addition, the validity of different calibration techniques for nano-scale microwave measurements will be investigated using the calibration standards included on the wafer.
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Abstract — A revealing case study is presented to explore the impact of excess noise ratio (ENR) and vector network analyzer (VNA) mechanical coaxial calibration on accurate on-wafer noise parameter testing for ultra-low noise devices. On-wafer noise parameter tests were conducted on a GaAs pHEMT device from 2-50 GHz after calibration with three different noise sources. For each, ENR specified from an external calibration service and also with ENR measured internally using vector corrected noise power measurements with appropriate coaxial calibration kits. Initial results show that significant variation in noise parameters, especially Fmin can result from seemingly subtle differences in ENR values as well as coaxial calibration accuracy. Excellent agreement is demonstrated for noise parameter measurements made with the three different noise sources, after using in-house measured ENR values and eliminating the use of a suspect coaxial calibration kit.

Index Terms — Calibration, Low Noise Amplifier, Microwave Measurement, Noise Figure, Noise Parameters.

I. INTRODUCTION

Accurate noise parameters are able to provide a complete description of a linear device’s noise figure and sensitivity to changes in source impedance when presented with any realizable source and load impedance. These parameters are incredibly important to fully describe due to finite dynamic range considerations, particularly in the transmit/receive applications that dominate our current communications systems.

The measurement of noise of an active device has undergone a dramatic transformation over the past 50 years evolving from the arduous and time consuming, single-frequency manual methods with offline computer routines [1,2] into automated, repeatable methods that are able to retain accuracy swept from a few GHz up to 50 GHz gathering more than a thousand data point in a few minutes’ time [3].

Although the noise parameters, Fmin (minimum noise figure), $\Gamma_{\text{opt}}$ (complex source reflection coefficient at Fmin), $R_n$ (equivalent noise resistance) only require a minimum of four measured source impedances per frequency [4], the standard approach is to apply a least-mean-squares algorithm to reduce the over-determined dataset, which results in a more robust solution [1]. This method of noise parameter measurements has been in use for some time in commercial systems. The ATN NP5 system, based on the cold source impedance method [2], was for many years the most popular system in the industry for determining device noise parameters. However, recent equipment advances have led to the availability substantially improved capability in terms of measurement speed, bandwidth, cohesiveness of solution set and ease of implementation. One such system is the Maury ATS/Keysight PNA-X-based ultra-fast noise parameter measurement system [3]. This system allows for quickly gathering thousands of data points cross frequency. Improved software algorithms speed up data processing while allowing automatic deletion of bad or outlier data points. In practice, this method has allowed for increasing measurement bandwidth and solution accuracy while reducing the measurement time by approximately 1/3. Noise parameter test system set-up and calibration time have also been reduced in complexity and time requirements.

The focus of this work is on how variations in system calibration devices and input data can affect the final noise parameter results using a case study approach with a 50 GHz, Maury/Keysight noise parameter system of Fig. 1. In this system, the Keysight PNA-X provides S-parameters and noise power measurement hardware selected by the external noise source switch and internal port 2 low noise receiver switch. The enabling Maury Microwave hardware includes an automated source impedance tuner, an input module with bias tee, and an output module with bias tee and a broadband amplifier. Maury ATS software is used for system operation, calibration and device data acquisition.

Specifically explored is the impact of excess noise ratio (ENR) and vector network analyzer (VNA) mechanical coaxial calibration on accurate on-wafer noise parameter testing for an ultra-low noise GaAs pHEMT device. The study was motivated after initial difficulty with obtaining agreement between results using two different diode noise sources as part of system calibration. A third noise source was used to try to

Fig. 1 Block diagram of the Maury Microwave/Keysight noise parameter measurement system.
resolve the discrepancies observed and the differences were ultimately traced to ENR and coaxial calibration issues.

II. METHOD OF NOISE PARAMETER MEASUREMENT

Although a number of methods exist for the measurement of noise parameters [5], system calibration generally involves use of a diode noise source that has been characterized with a specific ENR determined over frequency through an independent calibration method,

\[
\text{ENR} = \frac{(T_{\text{hot}} - T_{\text{cold}})}{290K}
\]  

where the ENR is equal to the difference between the effective ‘hot’ temperature, \(T_{\text{hot}}\), and the ‘cold’ temperature \(T_{\text{cold}}\) (room temp) in relation to 290 K [6]. This noise source is connected to a switchbox to allow for in-situ s-parameter measurements, as well as a Maury Microwave automated impedance tuner used to vary the source impedance presented to the device-under-test (DUT). A carefully calibrated receiver, in this case, the PNA-X noise receiver is used to measure the noise power delivered to the receiver at room temperature over an array of source impedances that are presented to the DUT, as seen in Fig. 1, which is a block diagram representation of the noise parameter test bench. The DUT noise is then amplified before it reaches the noise receiver to boost signal to noise ratios and minimize uncertainties. The noise power is described as

\[
P = kB\left[ \frac{ts}{t_0} + t_0(F_1-1) \right] G_{a1} + t_0(F_2-1) G_{t2}
\]  

where \(k\) is Boltzmann’s constant, \(B\) is the system bandwidth, \(t_0\) is 290 K, \(ts\) is the noise source temperature in K, \(F_1\) is the DUT noise figure, as a function of source impedance, \(F_2\) is the receiver noise figure, as a function of DUT output impedance, \(G_{a1}\) is the DUT available gain as a function of source impedance, and \(G_{t2}\) is the receiver transducer gain, another function of source impedance [3]. The received noise powers are then de-embedded with the receiver noise figure and gain data, and attributed to the DUT.

III. Calibration Procedures

The noise parameter system must be carefully characterized in order to achieve the most accurate results. The ATS software-driven procedure is conducted as follows. The first calibration defines the DUT measurement reference plane. In the presented work, the VNA was calibrated with an on-wafer multi-line TRL calibration routine as described by Marks [7] from 2-50 GHz. This on-wafer s-parameter calibration step remained constant for all of the noise parameter results to be shown later.

\(^1\) \(T_{\text{cold}}\) is assumed to be 290 K for calibration.
Following on-wafer s-parameter calibration, a 1-port coaxial calibration is done at the interface to the noise source, the error terms are subtracted, and used to determine the s-parameters of the path from the noise source to the DUT. The software then automates characterization of the tuner by determining the physical tuner states that provide the best cross-frequency solution, so that frequency may be swept at each tuner state while measuring the noise power, in comparison with the much slower legacy approach, where tuner states are swept at each frequency while measuring the noise power. Next, the tuner s-parameters are de-embedded to the DUT input reference plane. The hot and cold noise source gamma as well as the system output gamma are measured, and after tuner s-parameter characterization is complete, the noise receiver is calibrated with the noise source to determine the noise parameters of the receiver.

Traditionally, the calibration of the ENR of the noise source itself has been tied to an accredited external laboratory. In this work the ENR of each source was also carefully measured in-house, by using a PNA-X low noise receiver calibrated using a broadband, high-accuracy, high dynamic range Keysight U8488A power sensor, and an electronic calibration unit used as an impedance tuner [8]. A source power calibration is performed at the measurement reference plane (or adapter whose s-parameters may be de-embedded), and a thru connection is made from this interface to port 2 to determine the swept frequency response of the noise bandwidth filter and the gain-bandwidth product and noise figure of the noise receiver. Next, a two-port coaxial calibration is performed at the same reference plane. During the calibration, the impedance tuner presents an array of impedance states to the noise receiver that are used to characterize the noise generated by the noise receiver for de-embedding to the device reference plane. Once these calibrations are complete, the ENR of the noise source may be measured directly. The comparison of the in-house measured result (ENRmeas) vs. the externally specified result (ENRspec) of the three noise sources used for FET noise parameter measurements can be seen in Fig. 2 through Fig. 4, along with the ENR difference (ENRspec – ENRmeas) and ENR difference linear fit.

IV. FET MEASUREMENTS AND DISCUSSION OF RESULTS

The DUT noise parameters presented in Fig. 5 and Fig. 6 are those of an ultra-low noise pHEMT was that was measured under a single small signal operating point (bias conditions of 2 V drain-to-source with 5 mA of drain current) compared with three noise sources: a 65 GHz broad-band noise source with a 1.85 mm coaxial interface, a 40 GHz noise source with a K (Anritsu 2.92 mm equivalent) coaxial interface, and a 50 GHz Keysight 346CK01 with a 2.4 mm coaxial interface used as the reference standard ENR source. The s-parameters of the DUT are measured just before the noise parameters measurement, but these results are not presented.

Fig. 5 Raw FET noise parameters measured from 2-50 GHz using three different noise sources with the externally calibrated ENR, plus one measurement using in-house measured ENR with the K-Cal kit

Fig. 6 Raw FET noise parameters measured from 2-50 GHz using three different noise sources with the in-house calibrated ENR.
For reference, the s-parameter response was equivalent between measurements and calibrations. All the presented measurements were taken by the same measurement system operator, and the same level of care was taken in each measurement, yet there remains a clear and distinct difference in the solutions reported value of Fmin (Fig. 5). Generally speaking, the noise parameters other than Fmin were equivalent, although it is clear that there is more scatter present in all of the noise parameter results obtained using the specified values of ENR, barring the reference 50 GHz Keysight noise source results. It should be noticed that the in-house ENR characterization produced an excellent correlation to that of the externally calibrated and specified value of the Keysight 50 GHz noise source, as seen in Fig. 2 where the average difference was 0.007 dB from the specified value, a median of 0.015 dB, and a standard deviation of 0.13 dB from 1 – 50 GHz.

The measurements of the in-house 40 GHz and 65 GHz noise sources display a lesser degree of correlation. The 40 GHz noise source measured ENR value trended in the much the same manner as the specified ENR with a nearly constant +0.15 dB offset. The 65 GHz noise source measured ENR showed a very similar trend as the specified ENR, although it displayed a frequency dependent offset, and after 45 GHz, seemingly changed trends completely. This discrepancy was later found to be the result of a faulty reference transfer standard used during an external calibration.

In an effort to determine the most correct set of values and frequency trend for Fmin of the DUT, the same DUT was then re-measured using the in-house measured ENR for each of the three noise sources, and the results are shown in Fig. 6. The 65 GHz noise source and the 40 GHz noise source characterized with a V-K adapter were now aligned with the reference 50 GHz noise source Fmin result. The notable exception remained the 40 GHz noise source whose calibration involved a K-connector calibration kit. The results suggest that the accuracy (or lack thereof) of the coaxial calibration alone resulted in an inflated Fmin result, as well as the Opt and Rn values that display more scatter than those of the higher frequency, more accurately defined calibration kits. The difference of approximately 0.4 dB at 40 GHz is quite a significant performance variation in general and particularly when the higher frequency extrapolated result is considered.

To resolve this discrepancy, the K calibration kit was characterized with a multi-line TRL calibration, effectively transferring the higher accuracy of the TRL calibration to that of the lower accuracy SOLT calibration standard definitions. For reference, the calibration kit s-parameter response showed as much as 12% difference at 40 GHz when comparing the two results. The data based standard definitions were used in place of standard simple model definitions (lossless, delay only) and the ENR of the 40 GHz noise source was re-measured and the measurement was repeated, using the K Cal kit with data based standard definitions in the measurement of the input network and de-embedding, as well as the hot and cold noise source gammas. In addition to displaying less scatter overall in the noise parameters, the resultant Fmin measurement fell in line with the expected result seen in Fig. 6.

III. CONCLUSION

This work demonstrated that obtaining accurate noise parameter measurements of ultra-low noise results can be very dependent on the accuracy of noise source ENR and coaxial calibration standard calibration coefficients. The robustness and repeatability of the Maury Microwave/Keysight Technologies noise parameter system for use in ultra-low noise device measurements was exemplified by obtaining excellent agreement for a pHEMT through 50 GHz after repeated calibrations involving three different noise sources and three different coaxial calibration kits. Also demonstrated was the accuracy and consistency of the ENR measurement methods enabled by the PNA-X based noise receiver calibrated against a high dynamic range power sensor.
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Fused Silica based RSOL calibration substrate for improved probe-level calibration accuracy
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Abstract — In this contribution we present a calibration substrate manufactured with integrated circuit technology on fused silica, used for reciprocal SOL calibration. The fabrication technology is described together with the standard layout, and the precise control of the geometrical properties is exploited to create accurate pitch-dependent standard model to be used during the calibration procedure. The calibration accuracy is benchmarked with the conventional alumina impedance standard substrates, using the provided (polynomial fit) standard definitions, giving an estimate of the accuracy improvement that the proposed calibration substrate can provide.
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I. INTRODUCTION

The accuracy of S-parameter measurements of any device under test (DUT) is set, at the first order, by the quality of the VNA calibration. This is typically performed by measuring a certain number of known devices (i.e., the calibration standards). Depending on the specific calibration technique employed, the quality of the calibration is directly dependent on the accuracy with which the calibration standards are known/modelled [1][2]. When considering planar devices, for which wafer-probes need to be employed, it is common practice to perform a probe-level calibration (first-tier) using a low-loss substrate (i.e., alumina or fused silica), which can then be transferred to the environment where the DUT is embedded. In planar environments, the accurate modeling of the calibration standards can become cumbersome, due to ambiguity in the definition of the calibration reference plane [3] and the limited control on the accuracy with which the standards are manufactured. For this reason, calibration techniques in which little knowledge of the standards is required, like TRL [4] and LRM [5], might be preferred. However, TRL calibration results to be impractical for probe level calibrations performed on general purpose substrates when a broadband range of frequencies is considered, due to the large number of long transmission lines that would be required. Also, both TRL and LRM calibration define the calibration reference plane at the center of the (non-zero) thru standard, and not at the probe tips. While moving the reference plane to the probe tips is possible by considering single mode propagation in the thru line, this assumption is generally violated in the close proximity of the probe tips, due to higher order modes generated at the non-ideal probe-to-line transition [6]. On the other end, SOL calibration using an unknown thru (RSOL [7]) has been proven to be as accurate as TRL calibration, when a sufficiently accurate model of the standards is provided [8]-[10]. Also in this case, as the authors described in [3] and [10], the calibration reference plane can be univocally defined using EM simulations for the standard modeling. This technique also allows to create probe-independent calibration kits, as opposed to the conventional probe-paired calibration substrates [11], where the imperfections of the probe-to-line transition are embedded in the DUT instead than in the calibration error terms, leading to measurement error [3].

In order to achieve accurate calibration standard modeling, additional care should be dedicated to the manufacturing of the calibration standards. The process presented in [10], based on integrated circuit technology, and the use of fused silica as substrate, had the goal of improving the quality of the standard manufacturing with a special focus on the load, in order to increase repeatability and avoid the common practice of resistance tuning via laser trimming.

In this contribution we present a RSOL calibration kit manufactured on fused silica with the process described in [10] and its performances, in terms of measurement accuracy, when employed for VNA calibration in the frequency range from 10 MHz to 50 GHz. The paper is structured as follows, first the process technique and the layout of the calibration kit are described. Then, the modeling of the calibration standards is discussed. Finally, the proposed calibration kit is used for VNA calibration and measurements of both one port and two ports passive devices are employed to compare it towards a commercially available alumina calibration kit.

II. FABRICATION TECHNOLOGY

For RSOL as well as for LRM calibration, the variation of the load performances, both in terms of DC resistance and electromagnetic behavior, constitute one of the biggest sources of uncertainty [9][10]. In commercially available calibration kits, the load standard is typically defined by means of a purely inductive model [12]. In this, while the DC resistance is very well controlled by means of laser trimming [11], the purely inductive model results to be inaccurate since the large capacitive loading provided by the contacting metal stripes is neglected [10]. At the same time, the laser trimming procedure, while keeping the resistance value highly repeatable, poses a limit in the EM modeling of the load standard, since the geometrical modifications generated during the trimming procedure are not predictable. The only way to avoid laser trimming is to use a fabrication process that could...
allow very precise control of the geometrical properties (width/thickness) of the resistive layer. In this framework, a lithographic process like the one proposed in [10], featuring a layer thickness variation in the order of 1% across a single 2x2 cm² and horizontal accuracy in the order of parts of nanometer, can represent a good candidate for the manufacturing of a precision RSOL calibration substrate.

Fig. 1: Schematic cross section of the 50 Ω resistors fabricated on the proposed fused silica substrate

Fig. 1 shows a simplified schematic cross section of a calibration load manufactured in the proposed technology. The resistive layer with controlled thickness is first deposited, then patterned by means of lithography. The contact pads are then deposited on top of the resistive layers, in order to guarantee a good ohmic contact between the low resistivity material of the pad (aluminum) and the high resistivity material used for the resistance.

Fig. 2: Load standard artifact realized using the proposed technology

For the other standards (short, open and thru) the same manufacturing process is used, with the low resistivity material always deposited on top of the high resistivity layer. Fig. 2 shows one of the load artifact realized on the proposed technology. All the designed structures feature a 45x50 µm² signal pad, and a geometry which can allocate probe pitches in the range 100-200 µm.

III. SIMULATION SETUP

In order to realize an accurate model for the calibration devices manufactured as described in section II, EM simulators have been employed. Being the structures mostly planar, a 2.5D full-wave EM environment (i.e., Keysight Momentum) can be considered of sufficient accuracy for the purpose. For each calibration standards, the material properties and geometrical characteristics (width and length) have been defined as provided by the manufacturer. The resistive layer thickness value has been extracted by means of DC measurements, using the width, length and resistivity as constants. The contact of wafer probes is simulated by means of internal ports, and different models have to be defined for different probe pitches, since the behavior of the standards is dependent on the distance between the stimuli. On the other hand, as described in [10], the impact of probe displacement on the wafer pads during an RSOL calibration is weak, for this reason the ports can be safely placed at the center (in the x direction) of the pads, i.e., at 25 µm from the border, without losing in generality, as depicted in Fig. 3a. The result is a pitch-dependent model, but no other probe effect needs to be taken into account, while the calibration reference plane will be only weakly sensitive on the probe positioning.

Fig. 3: a) Simulation setup in Keysight momentum for the load standard. The port positioning depends upon the targeted probe pitch. b) 3D model of the load standard after simulation, indicating field density over the conductor and resistive layer surface.

After the simulations, the S-parameters of each standard can be extracted, and then used as calibration standard model instead of using the probe-paired calibration coefficients.

IV. EXPERIMENTAL RESULTS

Once the calibration kit is manufactured and properly modeled, the performances can be evaluated by means of comparison. In order to do that, measurements have been performed in the frequency range from 10 MHz to 50 GHz, employing a set of Cascade Microtech Infinity i50 probes with 125 µm pitch, using Cascade Microtech Wincal XE ver. 4.5
for the data acquisition and calibration computation. First a
RSOL calibration has been performed by using the calibration
kit presented in section II in combination with the model
realized as described in section III, and the error terms have
been saved. Then another RSOL calibration has been
conducted on a Cascade Microtech ISS model 101-190C [12],
using manufacturer definitions for the standards.

Finally, a

unique set of raw measurements has been conducted on
different DUTs: a set of different loads manufactured with
the technology described in section II (0.35 \( \Omega \), 0.45 \( \Omega \), 41 \( \Omega \), 4500 \( \Omega \), 6800 \( \Omega \)), two CPW lines realized on fused silica (726 \( \mu m \),
1422 \( \mu m \)), a verification line from the ISS substrate (1800 \( \mu m \))
and a CPW line realized on SiGe BiCMOS 130nm technology
(600 \( \mu m \)). The two different calibrations have been then
applied to each one of the raw measurements. In order to
compare the performance of the calibration, the method of [6]
has been employed, using simulation data as reference, and
defining two different worst case error bounds for the loads
and for the transmission lines:

\[
WC_{\text{load}} = \max \left| \frac{S_{ij,n}^k - S_{ij,n}^{\text{Ref}}}{S_{ij,n}^{\text{Ref}}} \right|
\]

\[
WC_{\text{line}} = \max \left| \frac{S_{ij,n}^w - S_{ij,n}^{\text{Ref}}}{S_{ij,n}^{\text{Ref}}} \right|
\]

Where \( S_{ij,n}^{\text{Ref}} \) is the S-parameter associated to the reference
data, with \( k \) associated to the load standards and \( w \) associated
to the line standards, \( S_{ij,n} \) is the \( n \)th s-parameter measured with
\( n \in [1 \div 2] \) being the considered error set, and \( i,j \in [1,2] \).

The results of this comparison are two synthetic figures of
merit, comprehensive of all the performed measurements,
summarizing the error committed by employing a specific
calibration technique, and are shown in Fig. 4. When
measuring transmission lines (see, Fig. 4a, full squares for
fused silica calibration, asterisks for ISS calibration), where
the sources of error are dominated by the probe displacement
on the transmission lines that are not accounted for by the
simulations, both errors tend to increase with frequency.
However, fused silica based calibration performs better than
ISS in the entire frequency range, with an error 2.5 times
smaller at 50 GHz. When the one port measurements are
considered, probe displacement error has very small impact on
the calibration accuracy [10]. In this case, the error will be
mainly determined by the accuracy of the standard definition.
As shown in Fig. 4b, while the error associated to the
calibration on fused silica is constant versus frequency, the
error associated to the conventional ISS calibration is
frequency dependent and results to be always higher than the
error committed when measuring with the method proposed in
this paper (see, Fig. 4b), with a discrepancy that can reach one
order of magnitude at 50 GHz.

Additional insight can be obtained by considering the
impedances of the loads as measured with the two
calibrations, as shown in Fig. 5. To exemplify the problem, we
focus on the measurements of a very low impedance load,
featuring a DC resistance of 0.35 \( \Omega \) (see, Fig. 5, red curves)
and a very high impedance load, with a DC resistance of 4500
\( \Omega \) (see, Fig. 5, black curves). For the real part of the
impedance, both calibrations give results close to simulations
(see, Fig. 5a). However, when the imaginary part of the
impedance is considered, the ISS calibration is only valid at
very low frequencies, while fails to predict the correct values
as the frequency increases (see, Fig. 5b). Particularly
interesting is the measurement of the very high impedance
load, where the ISS calibration shows a positive value for the
imaginary part of the impedance, totally neglecting the mainly
capacitive behavior of the DUT, which instead is accounted
for by the fused silica calibration. This behavior can be easily
associated to the inaccurate inductive model of the ISS load,
as also described in [10].
Fig. 5: a) Real and b) Imaginary part of the impedance extracted from the measurements of a 4500 Ω (black curves and symbols) and a 0.35 Ω (red curves and symbols) obtained by using fused silica calibration (■) and ISS calibration (*) as compared to simulations (solid lines).

V. CONCLUSIONS

In this paper, we presented the implementation of an RSOL calibration substrate manufactured on fused silica using integrated circuit technology. The high accuracy of the manufacturing process allows avoiding laser trimming for the definition of load standard DC resistance. When used in combination with EM simulation based calibration standard models, this calibration kit allows to avoid non-physical behaviors in s-parameter and impedance measurements while also improving measurement accuracy in respect to calibration kits provided with lumped probe-paired calibration standard definitions.
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Kicking the Tires of the NIST Microwave Uncertainty Framework,  
Part 1

Ronald A. Ginley  
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Abstract — As with anything new, especially metrology tools, you want to know how good the new tool is. This is generally done through comparisons with existing systems. In this paper, such a comparison is described. The new NIST method of processing measurements and uncertainties, the Microwave Uncertainty Framework will be compared to the established NIST method for measuring one and two-port scattering-parameters. The setup of the comparison, results, and a discussion of the results will be covered. This paper, Part 1, will cover the comparison of the responses generated by the different methods. Part 2 will discuss the comparison of the uncertainties calculated with the different approaches.

Index Terms — Microwave measurements, coaxial connectors, s-parameters, uncertainties

I. INTRODUCTION

As with anything new you want to see how good it is. The colloquial expression for this is “kicking the tires” which has been defined as “checking the viability of an unknown system by a quick test” (derived from literally kicking the tires of an automobile). In the world of microwave metrology we have more formal approaches to testing the viability of a new analysis or measurement approach. The comparison of results and uncertainties from different techniques is one of the standard methods used to evaluate new approaches.

The NIST Microwave Uncertainty Framework (or Framework or MUF for short) is a recently developed tool for producing measurement results and uncertainties [1-5]. The ability of the MUF to produce accurate results must be verified and this will be done by comparing the MUF results against the existing technique used at NIST. The established technique used at NIST for s-parameter measurements is the multiline method for network analyzer calibration [6]. The multiline method is applied in a NIST software package titled “Multical.” Data is taken from the Vector Network Analyzer (VNA) and analyzed using other NIST software packages.

II. KICKING THE TIRES – HOW DO YOU KICK A TIRE?

There are several steps involved in this comparison process. The VNA needed to be calibrated both with the multiline method and the method employed in the MUF (a version of the multiline calibration). Next, data was taken for a series of devices under test (DUTs). A set of six DUTs were measured, three one-ports (two matched terminations and an offset short) and three two-ports (a low-loss device, 20 dB and 50 dB attenuators). All of the devices, calibration standards and DUTs, had 3.5 mm connectors and the frequencies measured were from 0.2 to 33.0 GHz by 0.1 GHz steps. Finally, the corrected DUT results were compared.

The MUF process can be described as: take raw measurements of the calibration standards and the DUTs, the MUF will then generate the error correction coefficients based on the raw calibration standards’ data, finally the correction coefficients are applied to the DUT raw data to get the final results. The established NIST technique is a bit different: take raw measurements of the calibration standards, use Multical to generate the correction coefficients, download these to the VNA, then take corrected measurements of the DUT.

The specifics of the actual process steps are as follows:

1) Uncertainty models were established in the MUF for the devices used in the VNA calibration
2) Raw measurements (no VNA correction applied) were taken of the devices used for the VNA calibration
3) The identical data was used in both Multical and the MUF to form the error correction matrices for the VNA
4) Starting with the VNA correction turned off, raw measurements were taken of one of the DUTs.
5) Without touching the DUT, the VNA correction from Multical was applied and corrected data of the DUT was taken using the NIST measurement software (a program called MeaslpX was used to take the corrected data from the VNA and another program called Calrep was used to analyze the data taken by MeaslpX)
6) All DUTs were measured by use of the process of 4) and 5)
7) The raw calibration standards data and the raw DUT data were processed through the MUF to arrive at the corrected response for each DUT
8) The corrected MUF responses were compared to the results from the Multical and NIST measurement software process

Throughout this comparison, we tried to keep the two measurement paths as similar as possible. Because of the
differences in the two measurement paths, it was necessary to take both the uncorrected and corrected measurements of the DUTs. The uncertainty models used for the calibration standards will be detailed in Part II of this paper which will be published later. That being said, it is still necessary to have a basic understanding of the uncertainty models used for the Monte-Carlo analysis in the MUF. Figure 1 shows the basic model that was used for the airline standards in the MUF.

![Figure 1. Airline uncertainty model used in the MUF](image)

III. I’VE KICKED THE TIRES - HERE’S HOW THEY FELT

In all, three sets of data are being compared. One from our established technique (notated as Calrep) and two sets from the MUF. One of these sets is the Nominal Value result which is produced when only the base data is used and is not perturbed by any uncertainty components (notated as MUF SA (for Sensitivity Analysis)). The other MUF result is the result from the Monte-Carlo process (MUF MC) that includes a statistical bias introduced in the results (in other words, this is the average value calculated from the results of all of the Monte-Carlo passes) [7].

Figure 2 shows the S11 response results from one of the DUTs, a matched termination. There are several items that are noteworthy on the chart. Except at frequencies below approximately 2.5 GHz, there is good agreement between the results from the established technique (Calrep) and the two MUF results (MUF SA and MUF MC). The two MUF responses agree with each other as one would expect. The MUF Monte-Carlo response shows more “raggedness” which is also expected because of the statistical nature on which it is based (100 Monte-Carlo simulations were used). The differences between the various results can be seen in figure 7.

![Figure 2. S11 magnitude (a) and phase (b) results for a matched termination. Blue line is the Calrep response, Red is the MUF SA response and Green is the MUF Monte-Carlo response (note the orange and green plots lie virtually on top of each other).](image)

Figure 3 shows the S21 magnitude results for a 50 dB attenuator. Here there is good agreement between all three responses. The statistical variations in the Monte-Carlo result are about the same magnitude as the dynamic range variations.

Figure 4 shows the results from the offset short DUT. Here, 100 Monte-Carlo simulations were used and there is reasonable agreement between the two MUF results. Figure 5 shows the absolute value of the differences between the Calrep and the MUF results with the Calrep uncertainty also shown for the offset short. At the higher frequencies there is good agreement between the Calrep and the MUF results; however, at the
bottom end, about 5 GHz and below, there are discrepancies in the results. Note that there was very good phase agreement between all three approaches (less than 0.3 degrees).

![Figure 3. S21 magnitude results for a 50 dB attenuator. Blue line is the Calrep response, Red is the MUF SA response and Green is the MUF MC response.](image1)

![Figure 4. S11 magnitude results for an offset short. Blue line is the Calrep response, Orange is the MUF SA response and Green is the MUF MC response.](image2)

There are several common threads found from the results. In general, there is good agreement between the different methods used for obtaining the results. Discrepancies are seen at the low frequencies (5 GHz and below), although these differences are fairly small (on the order of 0.002 for S11 and on the order of 0.04 dB for S21). This low frequency problem is seen in both reflection and transmission responses, but not seen in all of the DUT responses. The Monte-Carlo response shows more variation than the other responses due mostly to the statistical nature of its derivation.

![Figure 5. Absolute value of differences in responses for the offset short. Blue is |Calrep – MUF SA| and red is |Calrep – MUF MC|. The brown line represents the typical uncertainty associated with the Calrep measurement.](image3)

IV. WHAT HAVE I REALLY LEARNED FROM KICKING THE TIRES

There are several points of discussion coming from the results of the “kick”. First, there is generally good agreement between the results from our established technique and the results from the MUF.

Increasing the number of Monte-Carlo iterations from 100 to 1000 does not greatly influence the difference between the Monte-Carlo responses and the unperturbed Nominal Solution from the sensitivity analysis. This can be seen in figure 6 which shows the difference between the nominal unperturbed solution and the Monte-Carlo 100 iteration and 1000 iteration solutions. There is a periodicity to the difference that needs to be investigated further (maybe a Part III?)

As pointed out earlier, there is a difference in the responses at frequencies less than approximately 5 GHz. The difference is between the established technique and both of the MUF results (SA and MC). This is best seen in figure 2a. To investigate this issue, we have taken several steps. The first was to process the exact same DUT raw file through the Multical software and through the MUF (this differs with how we took the Calrep data which was obtained as corrected data through the use of another NIST software package). The results of this can be seen in figure 7. There is essentially no difference between the Calrep results and the results obtained by processing the files through the Multical software. There is the
V. MY TOE IS SORE FROM KICKING – WHAT ELSE HAVE I LEARNED

The response results from the NIST Microwave Uncertainty Framework show good agreement with our established method with a few caveats. We are still investigating differences in responses at low frequencies and periodicity issues related to the Monte-Carlo responses.

Stay tuned for Part II or “My Tires Have Air, How Certain am I that they Will Roll?”
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Figure 6. Differences in the Monte-Carlo $|S_{11}|$ responses for the offset short. Blue is (MUF Nominal Solution – MUF Monte-Carlo 100 iterations) and red is (MUF Nominal Solution – MUF MC 1000 iterations).

Figure 7. $|S_{11}|$ Differences for the matched termination. Blue is |Calrep - MUF SA|, red is |Calrep – MUF MC|, brown is the Calrep uncertainty (k=2), and purple is |Calrep – Multical| (which is essentially zero).
Power Level Control of mm-Wave Test Benches for Accurate Small and Large-signal DUT Measurements

C. De Martino, Z. Hu, L. Galatro, G. Sarris and M. Spirito
Electronics Research Laboratory, Delft University of Technology
Mekelweg 4, 2628CD Delft, Netherlands

Abstract — In this contribution we describe the accuracy improvement achievable using a vector corrected, power calibrated test-bench when measuring mm-wave non-linear devices. The absence of automatic level control in commercially available network analyzer frequency extenders can result in AM distortion of the transfer characteristic. Moreover, when large-signal mm-wave test-benches are employed (i.e., using multipliers and power meters) the lack of vector correction causes transfer characteristic errors.

The usage of power levelled mm-wave VNA test-benches allows to properly measure the true small-signal s-parameter response as well as accurately correct for the impedance mismatch present, providing increased correlation between small and large-signal test-benches response.

The accuracy limitation of classical approaches and the improvement achieved by the levelled mm-wave VNA test-bench are validated on a 140GHz power amplifier.

Index Terms — Power control, Power calibration, S-parameters measurements, mm-wave, sub-mm-wave.

I. INTRODUCTION

The increasing interests in millimeter-wave (mm-wave) systems for commercial applications, such as automotive and high data rate communication (falling under the umbrella of 5G), is pushing for higher quality mm-wave measurements and device models. Improving the model predictive capabilities is the path to minimize the redesign attempts, thus making the developing phase of a product commercially feasible.

The mm-wave frequency range is characterized by the extensive use of frequency multiplication stages to generate signals. The testing and instrumentation field also makes use of frequency multiplication in the up- and down-converting extension modules of state-of-the-art VNAs. The frequency multiplier chains used in commercial VNA test-set extenders provide a strongly non-linear power relation between the input and output, nevertheless, as it was shown in [1] accurate power control at the mm-wave port is feasible up to the sub-mm-wave frequency range. Despite this, several contributions in the field still suffer from error arising from a non-accurate power level control during scattering parameter measurements, see Fig. 1 a), and errors arising from the simple scalar corrections of large-signal power-meter based setups, see Fig. 1 b).

In this paper we analyze how these errors can be traced to the absence of amplitude power level control of mm-wave VNA extenders, and we describe how the use of full vector correction, using VNA based large-signal setups, allows to achieve an high correlation between the small-signal and large-signal test-benches response.

Fig. 1: a), Small-signal model-hardware correlation of the PA from [2], b) measured (circles) and simulated (solid lines) S-parameters of the three-stage 150 GHz amplifier, measured with VNA and large-signal setup, from [3].

The paper is organized as follows, first an analysis of the AM distortion in the transfer characteristics of non-linear device excited by non-levelled drive signal is described, together with the limitation of commonly employed scalar mm-wave large-signal setups. Then, the proposed VNA based power controlled small-signal and large-signal test bench of [1] is briefly described. Finally, a 140GHz power amplifier characterization is used as a test vehicle to reproduce some of the shortcomings that can be encountered in mm-wave test-benches and highlight the high correlation between small-signal and large-signal setups when full vector correction is employed.

II. MM-WAVES TEST-BENCHES SHORTCOMINGS

A. Small-signal

The small-signal characterization of power amplifiers, aims to look at input matching, reverse isolation and the small-signal gain. The latter is often evaluated simply looking at the $S_{21}$ at a sufficient back-off level, i.e., the linear region of Fig. 2. When the amplifier is composed by several stages, which is often the case at mm-wave frequencies due to the limited gain per stage, the compression mechanism of the gain curve can be very diverse, from very pronounced to very soft, mostly depending on the area ratios of the stages.

When the absolute power level of the drive signal is unknown and the lower dynamic range, compared to the fundamental VNA operation, advises not to intensively reduce
the drive power (i.e., using waveguide attenuators) not to incur in noisy measurement traces, a clear risk of measuring in the weakly non-linear region (Fig. 2) exists. When this occurs the $S_{21}$ parameter is actually modulated by the non-constant drive level (versus frequency) and the non-linear device input-output characteristic. This can result in non-physical fluctuations in the measured S-parameter, as can be observed in Fig. 1 a.

Fig. 2: Gain vs. $P_{in}$ characteristic of a general active device.

B. Large-signal

In order to characterize the key parameters of PAs (i.e., $P_{1dB}$ and PAE), large-signal setup as shown in Fig. 3 are employed. The scalar nature of such setups only allows for a response type of calibration, thus neglecting losses arising from mismatches in the setup.

It is important to note that all the components shown in Fig. 3 are already part of a VNA with frequency extenders, with the only exception that stand alone frequency multipliers could generate few dBs more of power due to the absence of the directional coupler.

III. SYSTEM ARCHITECTURE AND CALIBRATION PROCEDURE

The block scheme of the VNA based power controlled small- and large-signal setup, using vector correction, presented in [1] is shown in Fig. 4. The system features a calorimeter based power meter, required for power calibration. All the data manipulation, including calibration and power control, are performed using a user friendly GUI interface which runs on an external computing unit.

IV. POWER CONTROLLED VECTOR CORRECTED S-PARAmETER MEASUREMENTS

To demonstrate the capability of the VNA based power controlled setup, measurements of a multi-stage power amplifier, were conducted in the frequency range from 130 to 180 GHz. Two VDI extender modules were employed for the measurements, and a VDI Erickson PM5 power meter, was employed for the power calibration. A micrograph of the measured amplifier is shown in Fig. 5. First, the DUT was measured, for a defined bias level, using the classic mm-wave
VNA setup (i.e., without power control). Then, measurements were performed at a fixed, controlled power level of $P_{av,in} = -30$ dBm. Finally, power sweeps in the range from -43 dBm to -12 dBm, at different frequencies, have been employed to realize large-signal measurement of the device.

A. Power controlled S-parameters

Fig. 6 shows the measured available power from port 1 of the WR5 extender in the conventional operation mode, i.e., no power level, (red asterisks) and for power controlled measurements (black filled squares). While the non-controlled available power presents a variation higher than 10 dB across the entire frequency range, the power control guarantees power fluctuations lower than 2 dB in the same frequency range.

Fig. 7 shows the measurement results for the $S_{21}$ of the considered PA in normal system operation (dashed line), with -30 dB controlled $P_{av}$ (solid line) and $G_T$ obtained using the large-signal measurements at -43 dBm.

B. Vector corrected large signal measurements

As explained in Section II, one of the main challenges associated to the use of conventional mm-wave large-signal measurement setups, like the one depicted in Fig. 3, lies in the usage of a simple scalar/response correction, providing different results between small-signal and large-signal test-benchs even when the same power level is applied.

The use of a full vector calibration in combination with power measurements, as it is described in section II, allows always having comparable results, both during power controlled S-parameter measurements and large-signal measurements. In order to verify this principle, an experiment was conducted using large-signal measurements of the device. If these measurements are adequately vector corrected, $G_T$ extracted a low power (i.e., in linear regime) should be equal
to the $S_{21}$ parameter measured using power controlled frequency sweep.

In Fig. 7 the $S_{21}$ predicted by using $G_T$ measurement at a power $P_{av} = -43$ dBm is shown (empty circle) as compared to power control S-parameters measurement (solid line). As predicted, the two curves (solid line and the circles) closely track each other, highlighting how the vector correction is correctly applied also to large-signal measurements.

V. CONCLUSIONS

In this paper, the advantages of using power control for mm-wave active device characterization is presented. The proposed method allows to properly control the power level during S-parameter measurements. This allows to always guarantee small-signal operation, preventing incorrect measurement results that may occur when large input power fluctuation can drive the device in large-signal regime. Also, the combination of S-parameter and power calibration allows performing vector corrected large-signal characterization at mm-wave, as it was not possible with conventional scalar large-signal mm-wave test-benches.
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Spectral Characterization of Linear Isotropic and Anisotropic Dielectric Materials Using Terahertz Measurement Systems
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Abstract — In this study, quasi-optical techniques are used to evaluate the properties of dielectric substrates at millimeter wave frequencies. Anisotropy with respect to wave polarization was observed in the composite materials using several instruments including the FTS, TDS, and THz VNA. The measurements were carried out from 200 GHz to 3000 GHz (3 THz) depending on the instrument. Material loss deviated significantly above 500 GHz. Uniform plastics such as H/LDPE polyethylene were well behaved by comparison.

Index Terms — Dielectric material characterization, measurements, loss tangent, Fourier transforms, time domain, anisotropic, nondestructive testing, terahertz.

I. INTRODUCTION

The performance of modern electronic components is now being limited by the materials from which they are made rather than by their circuit design. Hence, there has been an increased emphasis on the development and characterization of high performance dielectrics which require novel broadband instrumentation and extraction techniques, from which models can be formulated. This information results in improved packaging and component designs. Several different types of thin (5-125 mils) dielectric sheets were characterized at terahertz (THz) frequencies using quasi-optical, nondestructive evaluation techniques (NDE) [1]. Composite substrates, polyethylene plastics, and PolyJet™ 3-D (Stratasys, Inc.) printing polymers were tested. Free space (Quasi-optical) methodology eliminates all conductors, as compared to the IPC-TM-650 test methods that require stripline conductors. Therefore, these results depend only on the dielectric properties of the test sample, its thickness, and the surrounding environment, plus the test setup. A precision test fixture was developed to accomplish these measurements. It was also able maintain calibration during sample changes.

The test systems reported on included a Fourier Transform Spectrometer (FTS/FTSIR), a Time Domain Spectrometer (TDS) and a THz Vector Network Analyzer (VNA). Using these instruments, the submillimeter spectral characteristics (i.e., dielectric constant and loss tangent) of the samples was obtained. Wave polarization anisotropy was observed in some of the composite materials. The TDS was the most flexible instrument for vector dielectric characterization followed by the VNA, which operates at a lower frequency range. The FTS (scalar) offered the highest frequency of operation (> 3 THz). All calibration was done using a modified SOLT free space technique and the dielectric measurements were made in the transmission mode. The extraction process for the TDS used the Debye model [2] combined with an iterative process [3]. The VNA analysis used s-parameters and a predictive averaging process.

Some applications of these techniques include:
1) Characterization of IC dielectric packaging materials including nano-dielectrics, structured dielectrics, explosives, carbon nanotubes, and thickness determination [4].
2) THz imaging, which can be used for security scanning applications, geological soil and surface depth analysis, and forensics.
3) Biomedical applications including cell irregularity and pill coating analysis (Teraview Ltd., Cambridge, UK).

II. EQUIPMENT AND EXPERIMENT DESCRIPTION

The specific measurement systems used in this project included a Beckman Fourier Transform Spectrometer (FS-720, RIIC, circa 1976, Figure 3), a Picometrix T-Ray 4000 Time Domain Spectrometer (Figure 4), a terahertz Vector Network Analyzer (Virginia Diodes Extender plus a Rohde-Schwarz ZVA40 Vector Analyzer, Figure 5), and a VDI scalar sub-millimeter wave analyzer system (200-850 GHz).

III. DISCUSSION

Below 500 GHz, the parameter results compared favorably with lower frequency IPC TM-650 methods. Above 500 GHz, the data showed significant deviations on all test platforms. This is probably due to internal scattering and absorption [Hejase:1]. The plastic samples tested were isotropic, while the composites had polarization based anisotropic effects. Plastics are not mechanically suitable for packaging or substrates because they are unstable with respect to temperature, humidity, and thickness variation. However, they have well behaved loss characteristics and served as a basis for parameter comparison. Figures 6 and 7 show a difference in dielectric values on a composite material when irradiated by a polarized wave. When the sample was rotated 90 degrees, anisotropic effects were visible at THz, but this effect is generally not observable at 10 GHz, a standard IPC test frequency.

The tables (Fig 1-2) show the comparisons between the different systems. The FTS results are scalar and relative; however, more data can be obtained by using pairs of samples.
### Table 1: FTS Relative Transmission Loss Data

<table>
<thead>
<tr>
<th>Frequency Range (GHz)</th>
<th>Sample Description</th>
<th>( \varepsilon_r' ) (Dk mfr) @ 1GHz</th>
<th>Loss Tan (Df mfr) @ 1GHz</th>
<th>( \varepsilon_r'_{\text{Min Over Freq Range}} ) (H,V)</th>
<th>( \varepsilon_r'_{\text{Max Over Freq Range}} ) (H,V)</th>
<th>( \varepsilon_r'_{\text{Avg Over Freq Range}} ) (H,V)</th>
<th>Loss Tan Min Over Freq Range (H,V)</th>
<th>Loss Tan Max Over Freq Range (H,V)</th>
<th>Loss Tan Avg Over Freq Range (H,V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>325 - 500</td>
<td>RO3003™, 20mils</td>
<td>3.00</td>
<td>0.002</td>
<td>3.07, 3.30</td>
<td>0.0018, 0.0055</td>
<td>0.0014, 0.0018</td>
<td>0.0139, 0.0187</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 - 750</td>
<td>RO3003™, 10mils</td>
<td>3.00</td>
<td>0.002</td>
<td>3.26, 3.35</td>
<td>0.0019, 0.0066</td>
<td>0.0018, 0.0066</td>
<td>0.0019, 0.0066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>325 - 500</td>
<td>RO3006™, 25mils</td>
<td>6.15</td>
<td>0.003</td>
<td>3.71, 3.82</td>
<td>0.0014, 0.0018</td>
<td>0.0139, 0.0187</td>
<td>0.0172, 0.0166</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 - 750</td>
<td>RO3006™, 10mils</td>
<td>6.15</td>
<td>0.003</td>
<td>3.71, 3.82</td>
<td>0.0014, 0.0018</td>
<td>0.0139, 0.0187</td>
<td>0.0172, 0.0166</td>
<td></td>
<td></td>
</tr>
<tr>
<td>325 - 500</td>
<td>RO3010™, 10mils</td>
<td>10.2</td>
<td>0.0035</td>
<td>11.28, 11.15</td>
<td>0.0113, 0.0122</td>
<td>0.0098, 0.0092</td>
<td>0.0111, 0.0174</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 - 750</td>
<td>RO4350B™, 30mils</td>
<td>3.66</td>
<td>0.0060</td>
<td>3.65, 3.68</td>
<td>0.0099, 0.0152</td>
<td>0.0137, 0.0247</td>
<td>0.0141, 0.0206</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 - 750</td>
<td>RO4350B™, 20mils</td>
<td>3.66</td>
<td>0.0060</td>
<td>3.65, 3.68</td>
<td>0.0099, 0.0152</td>
<td>0.0137, 0.0247</td>
<td>0.0141, 0.0206</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 - 750</td>
<td>RO5870™, 31mils</td>
<td>2.33</td>
<td>0.0015</td>
<td>2.38, 2.38</td>
<td>0.0038, 0.0038</td>
<td>0.0039, 0.0039</td>
<td>0.0038, 0.0038</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 - 750</td>
<td>RO5807™, 30mils</td>
<td>2.94</td>
<td>0.0017</td>
<td>2.84, 2.83</td>
<td>0.0012, 0.0012</td>
<td>0.0014, 0.0013</td>
<td>0.0013, 0.0013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 - 750</td>
<td>RO6002®, 30mils</td>
<td>2.94</td>
<td>0.0017</td>
<td>2.84, 2.83</td>
<td>0.0012, 0.0012</td>
<td>0.0014, 0.0013</td>
<td>0.0013, 0.0013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 - 750</td>
<td>RO6002®, 20mils</td>
<td>2.94</td>
<td>0.0017</td>
<td>2.84, 2.83</td>
<td>0.0012, 0.0012</td>
<td>0.0014, 0.0013</td>
<td>0.0013, 0.0013</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 - 750</td>
<td>TMM®10, 15mils</td>
<td>9.20</td>
<td>0.0031</td>
<td>9.39, 9.73</td>
<td>0.0060, 0.0120</td>
<td>0.0111, 0.0174</td>
<td>0.0089, 0.0151</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500 - 750</td>
<td>TMM®10, 25mils</td>
<td>9.20</td>
<td>0.0031</td>
<td>10.82, 9.73</td>
<td>0.0186, 0.0120</td>
<td>0.0230, 0.0174</td>
<td>0.0060, 0.0120</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Notes:

1. 1.1 mil Beam Splitter/Filter used for TMM®10 Measurement (SF=3.5)
2. Rogers Corp. Loss Tangent @ 10 GHz per method IPC TM-650-2.5.5.5C
3. 7.4 mil Beam Splitter/Filter used for TMM®10 Measurement (SF = 3.5)
4. TMM®10 is a ceramic, hydrocarbon, thermos polymer composite resin
5. RO4350B™ is a woven glass reinforced hydrocarbon/ceramic
6. RO6002™ is a RT/Duriod® Laminate
7. RO3003™ is a ceramic-filled PTFE composite, high freq circuit material

### Fig 1 (a,b) VNA and TDS Permittivity and Loss Tangent Data (H, Horizontal=0 deg & V, Vertical=90 deg relative polarization)

### Fig 2 FTS Relative Transmission Loss Data

The TDS appeared to be the most useful instrument for free space spectral material measurements. It relies on amplitude loss and time delay (phase) directly, using a very narrow pulse, rather than swept s-parameters. Since the TDS is pulsed, it does not see some types of reflection. A TDS system is coherent [X-C Chang:5], vector based, wideband (but less than an FTS), and it has high dynamic range. It is easy to calibrate, very stable, makes rapid measurements with integrated averaging, and it does not require a vacuum chamber. Since it is coherent, it is ideal for observing polarization based anisotropy and 3-D material defects. Its sensor heads can be moved to scan at different angles. It exposes material defects and inhomogeneity that is not always visible on the VNA. On the other hand, the VNA can see narrow band effects. Both the VNA and TDS are limited by their source power and detector sensitivity, and both instruments can perform transmission and reflective measurements. All these methodologies are limited by the ability to measure thickness exactly, which is needed in the extraction process to determine time delay. Surface averaging was used to minimize this error.

The THz VNA systems consisted of a lower frequency VNA (40GHz/ZVA™) which was preceded by a VDI THz Extender unit. Two bands of operation were used, 325-500 GHz (at PSU) and 500-750 GHz (at VDI). A VNA is a linear, coherent vector system and the data is extracted in the form of s-parameters. The latest generation of VNA’s (PNA™) use X-coherent vector system and the data is extracted in the form of s-parameters.
operation, and the Multiplex Advantage, but it uses an incoherent arc lamp source and is therefore a scalar system. FTS polarization effects would therefore require a filter or a Wollaston Prism thus adding loss and calibration error. The FS-720 system was evacuated and it used a cooled IR Labs bolometer detector. The data from this system showed relative sample loss that correlated well with manufacturer specifications. (See Figures 6 & 7, esp. RO4350B)

IV. CONCLUSION

Several quasi-optical THz systems were used for these measurements and the results were consistent across the different platforms. The study demonstrated anisotropic and isotropic behavior of several dielectric substrates commonly used in component and package designs. Polyethylene samples were used as a control group. The most revealing results were obtained with the TDS, followed next by the VNA. Both these systems use coherent sources producing vector data. These experiments demonstrated that THz instrumentation could be used to characterize dielectric substrates and show subtle imperfections. The project emphasis was on experimental implementation rather than computational techniques.
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Fig. 3 Fourier Transform Spectrometer (Interferometer) including detector and associated test equipment. Two Vacuum pumps and a lock-in amplifier were also required.

Fig. 4 Picometrix T-Ray 4000 TDS(NEAR Lab at PSU) showing the precision stage, the test fixture, and sample, suspended between the coherent source and an Auston switch detector.

Fig. 5 THz VNA setup at Virginia Diodes, showing VDI Analyzer, VDI THz Extenders, sample/fixture, waveguide, and absorber (500-750 GHz).
These figures show the similarity between the results of the TDS and VNA methods. Note the wider frequency range of the TDS. The higher loss at THz frequencies is expected.

**Fig. 6 (a-d) VNA Data for RO4350B™ 60 mils and RO3006™ 25 mils**

**Fig. 7 (a-d) TDS Data for R4350B 60 mils and R3006 25 mils**
Abstract — We have developed flexible circular dielectric waveguide for millimeter-wave and terahertz frequency applications. In the millimeter and terahertz frequency range, over 70 GHz, metallic waveguide transmission line is generally used. However, it is hard to build-up the system due to non-flexibility of metallic waveguide lines. High density polytetrafluoroethylene, i.e. PTFE, is used for developed dielectric waveguide lines. The PTFE has dielectric permittivity constant of approximately 2.0 with low loss, $\tan\delta < 10^{-4}$. In the developed dielectric waveguide, the electromagnetic wave can transmit with single mode over 60 GHz and multimode over 90 GHz. The proposed dielectric waveguide has also demonstrated the on-wafer measurements for verification devices compared to on-wafer measurement built up by conventional 1.0 mm coaxial cable system. As the comparison results, the proposed dielectric waveguide can potentially be applied to on-wafer measurement at millimeter-wave frequency and above.

Index Terms — Dielectric circular waveguide, millimeter-wave, Terahertz, PTFE, Flexible, on-wafer measurement, verification.

I. INTRODUCTION

Recent years, millimeter wave electromagnetic technology is widely used in the industrial application, i.e. automotive radar, data transfer, WiGig, etc., and mobile telecommunications. In the research and development, waveguide must be used in measurement system and application system at millimeter wave frequency. Metallic waveguides have low loss, but it’s rigid, and then, limited flexibility in on-wafer measurement system setup. We propose new concept of flexible dielectric waveguide used in the on-wafer measurement at millimeter-wave frequency and above.

The dielectric waveguide structure is circular geometry [1] to provide low loss and flexibility of waveguide transmission lines. In the concept of dielectric waveguide, transmission line transmits single and higher order mode electromagnetic wave signal, then transmitted signal convert to single mode for each frequency band at waveguide converters to connect to VNA.

Finally, verification devices were evaluated to compare the measurement performances of the both on-wafer measurement built of the dielectric waveguide system and 1.0 mm coaxial cable system at millimeter-wave frequency band, i.e. 65 GHz to 110 GHz.

II. DESIGN AND PERFORMANCE EVALUATION

Polytetrafluoroethylene, PTFE, was adopted to dielectric transmission line. And the diameter of the dielectric circular waveguide was approximately 3.0 mm. Dielectric waveguide was covered by low density PTFE with outer diameter of 15 mm. At the both ends of dielectric waveguide, waveguide converter was attached to convert from circular waveguide to rectangular waveguide [2] with WR-10 waveguide frequency band (Fig. 1).

In the paper, we measured scattering parameter from 75 GHz to 110 GHz by using WR-10 waveguide frequency extension modules. First, VNA was calibrated by Thru-Reflect-Line method in advance. Dielectric circular waveguide was connected and its S-parameter was measured for straight dielectric waveguide with 700 mm long (Fig.2(a)). Furthermore, S-parameter for conventional metallic waveguide ($L=50$ mm) and 1.0 mm coaxial cable ($L=160$ mm) were also measured.

Return loss measurement results for dielectric waveguide are shown in Figure 2(a) together with return loss of metallic waveguide and 1.0 mm coaxial cable. Generally, return loss of dielectric waveguide reaches less than -20 dB. The value is almost comparable to that of metallic waveguide coaxial cable in WR-10 waveguide band.

Insertion loss per unit length of dielectric waveguide, drawn by red line in Fig.2(c), was somewhat lossy compared to insertion loss per unit length of metallic waveguide. However, it is better than that of 1.0 mm coaxial cable.

III. ON-WAFER MEASUREMENT FOR COMPARISON

A. Measurement Setup

A SUMMIT 12000 probe station with infinity 150-pitch GSG probes and impedance standard substrate (ISS) 101-190 produced by Cascade Microtech Inc. were used for the performance comparison the both on-wafer measurement
system built of conventional coaxial cables and dielectric waveguides. An algorithm for the probe positional control was established by MatLab® program developed by AIST. The vector network analyzer (VNA) produced by Keysight Technologies (formerly Agilent Technologies) with frequency extension modules were used for S-parameter measurements. The detail system configurations are listed in Table I. The IF bandwidth was set at 100 Hz, and the averaging factor was 1.

The frequency was varied from 10 MHz to 110 GHz with a linear sweep, and 201 measurement points were examined.

Figure 3(a) shows a photograph of on-wafer measurement system built of dielectric waveguide. Waveguide extension module connected to probe by dielectric circular waveguide with rectangular waveguide converter at both end and 1.0 mm conversion at probe side. Figure 3(b) shows a photograph of conventional on-wafer measurement system built of 1.0 mm coaxial cables.

B. Calibration and Measurement Uncertainty

In the measurement, first, Line-Reflect-Reflect-Match (LRRM) calibration [3-6] was performed on ISS at the probe tips on the both on-wafer measurement systems. In this calibration, “Thru” line, L=220 μm, was used as “flush thru”. The insertion loss of “thru” line corrected as “offset insertion loss” in VNA measurement results after the on-wafer calibration. Then the comparison devices, i.e. short circuits, matched load devices and mismatched line, etc., were measured.

In our measurement system, contact precision of probe tip to device pads was improved by original contact/positional algorism. The contact repeatability was 0.001 for $S_{11}$.
measurement of load device at 110 GHz. This is almost one order better than conventional contact/positional algorithm, i.e. optical inspection.

In the case of on-wafer measurement built of 1.0 mm coaxial cable, an approximate uncertainty analysis was executed to estimate the uncertainties contributed from probe contact/positional repeatability, the reference data of the calibration standards, and others, i.e. the noise floor, trace noise, nonlinearity, drift, etc.. In the paper, we adopted the uncertainty estimation model reported in Ref. [7-9]. All uncertainty contribution has been evaluated in advance and estimate measurement uncertainty for all verification device by the Monte Carlo simulation [10, 11].

IV. VERIFICATION AND COMPARISON RESULTS

In the paper, following three types of planar devices were used;

i) High reflect circuits, i.e. Short and Open circuits;
ii) Matched load devices;
iii) 75 ohms mismatch line.

Each verification device was measured by two different measurement systems described above.

To verify the performance of on-wafer measurement system with dielectric waveguide, we compared the measurement results to the results obtained by the measurement system with 1.0 mm coaxial cable. In the comparison, results obtained from 1.0 mm coaxial system was as a reference values. If measurement results observed from dielectric waveguide system agrees to reference values within uncertainty limits, the dielectric waveguide system has equivalent performance with 1.0 mm coaxial cable system in on-wafer measurements.

Fig. 4 shows $S_{11}$ measurement results of open and short circuits on the substrate. Red line indicates measurement results obtained by on-wafer measurement system based on dielectric waveguides. Black solid line indicates reference values characterized by on-wafer system with 1.0 mm coaxial cables. Two black broken lines mean estimated uncertainty limit of reference values described in previous section. Measurement results of real and imaginary part of $S_{11}$ of the device were within the uncertainty limits of reference values.

In Fig. 5, $S_{11}$ measurement result of matched load device are
compared. Real part agreed well each other. However, Imaginary part of the results were slightly large compared to upper limit of the reference values. This difference is coming from noise (dynamic range) issue and positional error of the probe. However, all the measurement result was almost agreed with each other.

In Fig. 6, full S-parameter measurement and comparison were demonstrated using mismatched line with impedance of 75 Ω. All measurement result from dielectric waveguide system agreed to reference values within uncertainty limits.

The on-wafer measurement system built of dielectric waveguide provides almost the same measurement performance of the on-wafer measurement system with 1.0 mm coaxial cables.

V. CONCLUSION

We have developed flexible waveguide using low loss PTFE as a transmission line. The line provides flexure of waveguide with low return loss and medium insertion loss. The dielectric waveguide was adopted to on-wafer measurement system in the millimeter-wave frequency and above. The measurement system with dielectric waveguide provides the same performance of the system built of 1.0 mm coaxial cables. This means dielectric waveguide is providing innovative solution, i.e. setup flexibility compared to rigid rectangular waveguides, for on-wafer measurement at millimeter-wave frequency and above.
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Abstract—This paper presents a scalable MIM capacitor model that is applicable at RF and mm-wave frequencies. The model parameters are obtained from electromagnetic simulations and verified by measurements over a wide range of geometry parameters. A de-embedding method is described that is based on two through structures.

Index Terms—MIM, Modeling, RF-measurements, Passives, S-parameters, De-embedding.

I. INTRODUCTION

Integrated capacitors are important elements in today's RF circuit design. They are used for different purposes in integrated power amplifiers, e.g. as part of the input and output matching networks and as decoupling capacitors in the supply rails. A successful RF design requires accurate models of all components used in the circuit. In this work we present a scalable lumped model of a metal insulator metal capacitor (MIM) which captures the strong frequency dependence as a function of the actual geometry of the device. The physical size of the capacitor introduces series inductance that leads to a frequency dependent increase of the effective series capacitance. The physical size of the capacitor also introduces a shunt capacitance from the bottom plate to the lossy silicon substrate underneath. This shunt path degrades the quality factor and increases the insertion loss. We model this similar to the shunt path in spiral inductor models [1]: a capacitor represents the oxide dielectric, a resistor plus a capacitor in parallel forms the model of the silicon substrate. We also add series elements to include the frequency dependency of the conductor losses. This results in a more accurate response over a wide frequency range compared to earlier models [2]–[4].

The dimensions of the modeled MIM capacitor type can vary in a range from 7 \( \mu \text{m} \) to 70 \( \mu \text{m} \) with square or rectangular shape. In addition, the feed line width is variable for a given capacitor width. A further degree of freedom in layout is the angle between both feed lines: 0\(^\circ\), 90\(^\circ\) or 180\(^\circ\). With all these options, the circuit designer is extremely flexible with the layout. On the other hand, this high layout flexibility creates a tremendous amount of combinations which would have to be covered by the model. In this work we will focus on the 180\(^\circ\) feed line configuration only, meaning connections from the opposite sides of the capacitor. This configuration is most often used in input/output matching networks or decoupling capacitor. The 180\(^\circ\) configuration also allows the fabrication of easy and reliable measurable test structures especially with respect to the de-embedding which is required in any case. Furthermore we limit ourselves to aspect ratios from 1:2 to 2:1 to confine the complexity.

The compact model development was performed by means of 3D planar EM simulations. This approach allows us to create data points for the entire multidimensional modeling space without the need of exorbitant wafer area for the test structures. A comparison between the EM simulation and measurements was done for a limited but typical set of capacitors before starting the modeling process.

II. TEST STRUCTURE

We defined a MIM capacitor layout PCell which generates two parts. The first part is the actual MIM capacitor. It is located between the inner metallization layers M2 and M3. As second part, the PCell generates a ground ring for a defined substrate coupling and a defined ground return path. We call this new layout rfcmim below. Due to the defined substrate contact, we are able to accurately model the substrate coupling and the influence of the ground return path on the electrical behavior of the rfcmim. The new layout also includes defined feed lines which are part of the electrical model. Fig. 1 shows the cross section of the new rfcmim. The actual MIM capacitor is inside the dotted box. The dashed box designates the part which is defined by the rfcmim PCell. The wiring to the topmost metallization for the later S-parameter measurements is also indicated in Fig. 1. The rfcmim PCell allows the generation of capacitances in a range from 50 \( \text{fF} \) to 4.9 \( \text{pF} \). Feed line width and aspect ratio are also adjustable.

A set of ten capacitors and corresponding de-embedding structures were placed in a 2port configuration of ground-signal-ground (GSG) pads for later measurements. The pitch of the GSG pads is 100 \( \mu \text{m} \). The dimensions of the capacitors for the measurements range from (7 \( \times \) 7) \( \mu \text{m}^2 \) to (60 \( \times \) 30) \( \mu \text{m}^2 \). We limited ourselves to feed line widths of 5 \( \mu \text{m} \) and 10 \( \mu \text{m} \).

We found from simulation experiments that the classical open-short-de-embedding [5] would lead to an over-de-embedding of the results. The reason for that is the assumption of a perfect 0 Ohm impedance of the short which does not hold in reality because we have to connect between different layers. Although the residual resistance of the short is small it matters if subtracted from the also small series resistance of the capacitor. We figured out that a through based de-embedding method as described in [6] is the most appropriate for our rfcmim measurements. We extended the method of [6] to fit to our test structures. Instead of one zero-length-through, our method uses two zero-length-through's for the de-embedding.
The second through structure is necessary since the ports of the \textit{rfcmim} are at different metallization layer (s. Fig. 1). Each through standard itself is fully symmetrical. The through’s were designed by removing the capacitor and moving the ports closer together. Fig. 3 shows the cross-sections of the zero-length-through’s for the different feed lines. The length $x$ marks the length of the extrinsic feed lines. It is equal for the zero-length-through’s and the \textit{rfcmim} test structures (s. Fig. 1). With a total of four through structures we were able to de-embed all measurements. We also placed structures where the \textit{rfcmim}’s were replaced by a short between M3 and M2. These structures are used for an easier extraction of the resistive and inductive components of the model. The pads and feed lines of all structures are shielded from the silicon substrate by a metal ground plane (M1) underneath. The test structures were fabricated in IHP’s 0.25 μm SiGe:C BiCMOS technology [7].

The S-parameter measurements were performed on-wafer with an Agilent 8510XF vector network analyzer (VNA) in conjunction with a Suss PA200 wafer prober. We measured up to 110 GHz using Cascade Infinity Probes®. The VNA was calibrated using the Impedance Standard Substrate 104-783 which was placed on a ceramic auxiliary chuck. We applied the eLRRM algorithm [8] for the calculation of the error terms. The measurements, calibration and further data handling were done with Cascade’s WinCalXE™ software. We measured all structures at five adjacent position on the wafer.

### III. EM Model Verification

#### A. Measurement Setup

As mentioned before, a through based de-embedding procedure is the most appropriate method for our test structures. We adapted the method of [6] to our test structure configuration. The combination of DUT and wiring as shown in Fig. 4 can be written in chain matrix form:

$$\mathbf{T}_{\text{total}} = \mathbf{T}_{L,M3} \cdot \mathbf{T}_{\text{DUT}} \cdot \mathbf{T}_{R,M2}. \quad (1)$$

Once $\mathbf{T}_{L,M3}$ and $\mathbf{T}_{R,M2}$ are known the DUT characteristics can be calculated:

$$\mathbf{T}_{\text{DUT}} = \mathbf{T}_{L,M3}^{-1} \cdot \mathbf{T}_{\text{total}} \cdot \mathbf{T}_{R,M2}^{-1} \quad (2)$$

$$\mathbf{T}_{\text{DUT}} = \mathbf{T}_{L,M3}^{-1} \cdot \mathbf{T}_{L,M3} \cdot \mathbf{T}_{\text{DUT}} \cdot \mathbf{T}_{R,M2}^{-1} \cdot \mathbf{T}_{R,M2} \cdot \mathbf{T}_{R,M2}^{-1}. \quad (3)$$

The matrices $\mathbf{T}_{L,M3}$ and $\mathbf{T}_{R,M2}$ are obtained by bisecting of symmetrical through structures in two identical but mirrored halves. Bisecting means solving

$$\mathbf{T}_{T,Mn} = \mathbf{T}_{L,Mn} \cdot \mathbf{T}_{R,Mn} \quad (4)$$
for the structure shown in Fig. 5. Expressing a through as Y-matrix, its bisecting is illustrated in Fig. 6. In the general solution the element \( Y_C \) differs from zero, \( Y_A \neq Y_A \) and \( Y_B \neq Y_B \). The problem cannot be solved directly since this equation system is under-determined. There are two knowns but three unknowns. One solution method is shown in [9], [10]. It uses optimization algorithms to determine the unknown elements.

In our test structure configuration the admittance of the pad is the dominating shunting element, thus we follow with the approach of [6] and assume \( Y_C = 0 \). In that case \( Y_A = Y_A \) and \( Y_B = Y_B \) and can easily be calculated from \( Y_T \). We compute

\[
Y_A = 0.5 (Y_{11} + Y_{22} + Y_{21} + Y_{12})
\]

\[
2Y_B = -(Y_{21} + Y_{12}).
\]
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to enforce symmetry and to even out small unbalances caused by imperfections of the measurements. The left and right halve of the bisected through are then given by

\[
Y_L = \begin{bmatrix}
Y_A + 2Y_B & -2Y_B \\
-2Y_B & 2Y_B
\end{bmatrix}
\]

\[
Y_R = \begin{bmatrix}
2Y_B & -2Y_B \\
-2Y_B & Y_A + 2Y_B
\end{bmatrix}
\]

and are converted to the corresponding chain matrices \( T_{L,Mn} \) and \( T_{R,Mn} \) for the later calculations.

C. De-embedding Verification

Applying the previously described de-embedding method to the through structure itself should result in a perfect zero-length-through. The expected results are \( S_{21} = S_{12} = 1 \) as well as \( S_{11} = S_{22} = 0 \). Fig. 7 shows the results of the M2 through with 5\( \mu \)m width. The transmission remains within \( \pm 0.03 \) dB over the entire frequency range. The reflection stays below \( -35 \) dB. The verification with the through for M3 metallization gave similar results. The verification results show the excellent performance of the through de-embedding.

D. Results

Fig. 8 shows the measurement and EM simulated results of the effective series capacitance \( C_s \) and the effective series resistance \( R_s \) of a 60\( \mu \)m \times 30\( \mu \)m \( \text{rfcmim} \) with 10\( \mu \)m feed line width. The parameters \( C_s \) and \( R_s \) are calculated as

\[
C_s = -\frac{1}{2\pi f \Im \{Z_s\}}
\]

\[
R_s = \Re \{Z_s\}
\]

with \( Z_s = -2(Y_{21} + Y_{12})^{-1} \). Measurement and EM simulation results fit excellent. The variation of the series resistance in the measurements is attributed to the non-perfect reproducibility of the contact resistance. Measurement and EM simulation of the medium size \( \text{rfcmim} \)’s also fit very well (not shown here). In case of the smallest \( \text{rfcmim} \) we found a strong difference between the simulated and the measured series resistance. The reason is the difficulty to extract a small real part from a high impedance. Here, the higher dynamic range of the EM simulation is beneficial. We can conclude that the EM model simulation results are a reliable data source for the lumped model parameter extraction.

IV. THE \( \text{rfcmim} \) LUMPED MODEL

A. Topology

The topology of the model is derived from the physical structure of the \( \text{rfcmim} \). It is shown in Fig. 9. It consists of the main capacitance \( C_{\text{main}} \), a series resistance \( R_s \), and a series inductance \( L_s \). The element \( L_s \) represents the inductance of the feed line to the upper plate and the inductance of the capacitor.

---

Fig. 7. Results after applying the through de-embedding to the through structure itself (M2 through, \( w_f = 5 \mu m \))

Fig. 8. Measurement (symbols) and EM simulation (line) results of the effective series capacitance and the effective series resistance of a \( \text{rfcmim} \) with \( w = 60 \mu m, l = 30 \mu m, w_f = 10 \mu m \).

Fig. 9. Topology of the \( \text{rfcmim} \) lumped model
itself. The inductance of the bottom feed line is modeled by $L_{\text{feed}}$. The skin effect is taken into account by the parallel connection of $R_{\text{skin}}$ and $L_{\text{skin}}$. The capacitance $C_{\text{ox}}$ in series with the parallel circuit of $C_{\text{Si}}$ and $R_{\text{Si}}$ composes the substrate network.

### B. Model Equations

The following sections list the equations which we implemented in the rfcmim model. The parameter $i$ is the dimension of the intrinsic capacitor in direction of the current flow. The dimension perpendicular to the current flow is denoted by $w_i$. The width of the feed lines is given by $w_f$.

1) **Series Elements:**

$$C_{\text{main}} = C_A w_l + 2 C_P (w + l) \quad (11)$$

$$R_s = R_{s0} + R_{s1} \frac{l}{w} + R_{s2} \frac{l^2}{w} + R_{s3} l + R_{s4} \frac{1}{w_f} \quad (12)$$

$$R_{\text{skin}} = R_{\text{skin}0} + R_{\text{skin}1} l \quad (13)$$

$$L_s = L_{\text{feed}} + L_{\text{plate}} - L_{\text{skin}} \quad (14)$$

$$L_{\text{feed}} = L_{f0} + L_{f1} \frac{w_f}{1 \mu m} \quad (15)$$

$$L_{\text{plate}} = L_{\text{plate}1} l + L_{\text{plate}2} \frac{l}{w} \quad (16)$$

$$L_{\text{skin}} = L_{\text{skin}0} + L_{\text{skin}1} l \quad (17)$$

2) **Shunt Elements:**

$$C_{\text{ox}} = C_{\text{ox}0} + 2 C_{\text{ox}1} (w + l) + C_{\text{ox}2} \frac{w_l}{w} + C_{\text{i}1} \frac{w_f}{1 \mu m} \quad (18)$$

$$C_{\text{Si}} = C_{\text{Si}0} + 2 C_{\text{Si}1} (w + l) + C_{\text{Si}2} \frac{w_l}{w} \quad (19)$$

$$R_{\text{Si}} = R_{\text{Si}0} + 2 R_{\text{Si}1} (w + l) + R_{\text{Si}2} \frac{w_l}{w} \quad (20)$$

### V. RESULTS

We used the Keysight ADS software for extraction, fitting, and final optimization of the model parameters. Table I summarizes the obtained parameters of the new rfcmim model. With this parameter set the low frequency capacitance is reproduced with less than $\pm 1\%$ deviation from EM model and lumped model. The self resonance frequency is modeled better than $\pm 3\%$ in most cases. The worst case deviation of the resonance frequency is $7\%$.

### VI. CONCLUSION

We presented an improved lumped model of an integrated MIM capacitor. The modeling is based on EM simulation results that were verified by measurements up to 110 GHz. The new model takes into account the influence of the lossy silicon substrate and the inductance caused by the ground return path. Furthermore, the skin effect in the series resistance is modeled. The new model correctly depicts the geometry effects on the self resonance. The self resonance frequency is predicted better than $\pm 3\%$ in most cases. We also presented a de-embedding method based on the bisecting of two zero-length-through structures. This method does not show over de-embedding effects.
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### Table I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_A$</td>
<td>1.0 fF/μm²</td>
</tr>
<tr>
<td>$C_P$</td>
<td>50 aF/μm</td>
</tr>
<tr>
<td>$R_{s0}$</td>
<td>132 mΩ</td>
</tr>
<tr>
<td>$R_{s1}$</td>
<td>34.1 mΩ</td>
</tr>
<tr>
<td>$R_{s2}$</td>
<td>15.1 μΩ</td>
</tr>
<tr>
<td>$R_{s3}$</td>
<td>17.7 mΩ/μm</td>
</tr>
<tr>
<td>$R_{s4}$</td>
<td>885 mΩ/μm</td>
</tr>
<tr>
<td>$R_{\text{skin}0}$</td>
<td>206 mΩ</td>
</tr>
<tr>
<td>$R_{\text{skin}1}$</td>
<td>6.14 mΩ/μm</td>
</tr>
<tr>
<td>$L_{\text{plate}1}$</td>
<td>372 H/μm</td>
</tr>
<tr>
<td>$L_{\text{plate}2}$</td>
<td>483 H</td>
</tr>
<tr>
<td>$L_{\text{skin}0}$</td>
<td>1.68 pH</td>
</tr>
<tr>
<td>$L_{\text{skin}1}$</td>
<td>85.4 H/μm</td>
</tr>
<tr>
<td>$L_{f0}$</td>
<td>6.52 pH</td>
</tr>
<tr>
<td>$L_{f1}$</td>
<td>92.4 H/μm</td>
</tr>
<tr>
<td>$L_{f2}$</td>
<td>4.68 pH</td>
</tr>
<tr>
<td>$C_{\text{ox0}}$</td>
<td>43.2 aF</td>
</tr>
<tr>
<td>$C_{\text{ox1}}$</td>
<td>66.6 aF/μm</td>
</tr>
<tr>
<td>$C_{\text{ox2}}$</td>
<td>7.23 aF/μm²</td>
</tr>
<tr>
<td>$C_{\text{Si0}}$</td>
<td>85 aF/μm</td>
</tr>
<tr>
<td>$C_{\text{Si1}}$</td>
<td>36.2 F</td>
</tr>
<tr>
<td>$C_{\text{Si2}}$</td>
<td>276 aF/μm</td>
</tr>
<tr>
<td>$R_{\text{Si0}}$</td>
<td>827 Ω</td>
</tr>
<tr>
<td>$R_{\text{Si1}}$</td>
<td>–2.49 Ω/μm</td>
</tr>
<tr>
<td>$R_{\text{Si2}}$</td>
<td>48.5 mΩ/μm²</td>
</tr>
</tbody>
</table>
Design of WR-6 (110GHz ~ 170GHz) Waveguide Microcalorimeter
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Abstract — A WR-6 (110GHz~170GHz) waveguide microcalorimeter as the primary power standard has been recently developed in the National Institute of Metrology, China (NIM). The new thermoelectric conversion power sensor is designed which is the key part in the WR-6 microcalorimeter. In this paper, the structure design and analyzing methods of the new power sensor will be described in detail, and preliminary measurement results of the uncorrected effective efficiency will be shown.

Index Terms — WR-6 microcalorimeter, power sensor, uncorrected effective efficiency.

I. INTRODUCTION

The unique position of terahertz (THz) wave in the electromagnetic spectrum brings it many excellent features. The terahertz technique has attracted much attention from a variety of fields such as communication, imaging, etc. [1]. Reliable and practical measurement standards are important to support the development of terahertz technique. It has become an urgent task to develop terahertz power standards, as power is the key parameter of THz wave. The frequency of power standards in National Institute of Metrology, China (NIM) has reached up to 110GHz with the development of a series of rectangular waveguide power primary standards.

Recently, NIM developed a WR-6 (110GHz ~ 170GHz) power standard to improve its power measurement capability. A WR-6 microcalorimeter system was established to serve as the power primary standard and a new power sensor as the key part of the microcalorimeter was designed. In this paper, the structure design, measurement methodologies and experiment results will be reported.

II. MICROCALORIMETERS AND POWER SENSORS

A. Microcalorimeters

Microcalorimeters serve as millimeter-wave power primary standards in many national metrology institutes (NMIs). NIM also established microcalorimeter systems to serve as primary national standards of microwave and millimeter-wave power of China. Microcalorimeters can be used to determine the effective efficiency of a transfer standard which is a thermoelectric conversion power sensor by measuring the total RF power dissipated in the sensor and the DC power [2]. The effective efficiency \( \eta_e \) can be calculated using the following equation.

\[
\eta_e = g \eta_{e,uncor} = g \frac{1-(V_2/e_2)^2}{\frac{1}{g^2}(-\frac{V_2}{e_2})^2}
\]  

Here \( V_1 \) and \( e_1 \) are the output voltages of the power meter and the thermopile with only DC applied to the power sensor. \( V_2 \) and \( e_2 \) are the same voltages when both DC and RF were applied simultaneously. \( g \) is the correction factor of the microcalorimeter and \( \eta_{e,uncor} \) is the uncorrected effective efficiency [3].

B. Power Sensors

Generally, commercial thermistor mounts serve as the transfer standards in the microcalorimeters. Unfortunately, with requirement of wide work band, there are no commercial thermistor mounts available for the WR-6 microcalorimeter. We designed a new WR-6 (110GHz ~ 170GHz) terahertz power sensor for the microcalorimeter, because the attempt to extend the work frequency range of thermistor mounts with connecting linear tappers was failed.

In the past, a WR-28 (26.5GHz ~ 40GHz) waveguide broadband power sensor was designed as the power transfer standard (Fig.2).
When microwave power is put into the sensor, resistance of the thermistor which serves as a temperature sensor will be maintained constant by regulating the DC power applied to the heating resistor. The absorbed RF power can be represented by the variation of dc power which is usually called substituted DC power. Because the heat transfer path of DC power to the temperature sensor is not identical with that of absorbed RF power, it is difficult to obtain the relationship between them [4]. With the decrease in waveguide sizes, there are much more difficulties from the difference of thermal paths to analyze the relationship between DC substitute power and RF power.

Hence, learned from the old broadband sensor, tightly we integrated the RF load, the DC heating resistor and the temperature sensor together into a sensor chip with the microelectronic technology to bring nearly identical thermal paths.

![Fig.3 WR-6 power sensor](image)

Pt film resistor can substitute the DC heating resistor and the temperature sensor because it has excellent stability and linearity as one of RTDs in a large temperature range. The Pt film resistor is biased and applied DC power to keep its resistance constant. When the chip absorbs THz power, the temperature will change. The DC power applied to the Pt resistor will automatically be reduced to keep the temperature and resistance constant.

Many materials such as silicon substrate, carbonyl iron particles, carbon nanotubes, wave-absorbing ceramics, served as the THz load, was tested to obtain higher THz wave absorptivity. The reflectivity of the power sensor is selected to estimate the property of the wave-absorbing materials. Considering smoothness of the reflectivity and the complexity of manufacture, the silicon substrate was chosen to be the load, and its reflectivity $|\Gamma|$ is showed in Fig. 4.

![Fig.4 Reflectivity of the power sensor](image)

Stainless steel is used for the waveguide because of its low thermal conductivity, and the thickness of the waveguide is 0.1mm. Hence, the waveguide with low thermal conductivity and thermal capacity can improve the sensitivity and the response time of the power sensor to THz power.

To prevent THz power leakage, the sensor chip is sealed carefully to the waveguide with conductive silver adhesives and the top layer of the chip is gold-plated.

III. MEASUREMENT RESULTS

The temperature change of laboratory is controlled within 1°C and the WR-6 microcalorimeter is placed in the water bath in which the temperature stability can reach 0.8m°C. The sensor chip is biased and applied DC power by a modified self-balanced bridge. The uncorrected effective efficiency $\eta_{\text{uncor}}$ is showed in Fig. 5. The determination of correction factor $g$ and the uncertainty analysis are in our future plans.

![Fig.5 Uncorrected effective efficiency $\eta_{\text{uncor}}$](image)

IV. SUMMARY

A WR-6 waveguide microcalorimeter has been briefly reported in this paper. A new power sensor was designed to serve as the transfer standard in the microcalorimeter. The power sensor has quite low reflectivity in the broad frequency range. The heat transfer paths of DC and THz power are nearly identical because of the sensor chip. Measurement results of uncorrected effective efficiency indicate the good performance of the new power sensor.
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Abstract—This paper describes the computer-aided-design (CAD)-assisted microwave characterization of coplanar waveguide (CPW) lines formed by ink-jet printed technology on flexible polyethylene terephthalate (PET) substrates. A space-mapping technique is used to link the measured results with simulations and the mapping is used to extract the electrical properties of the ink and supporting dielectric spacer employed during measurements. Results indicate that the losses in lines are predominantly due to the loss tangent of the substrate and the conductivity of the ink. Estimates of the conductivity of the ink and the dielectric constant of the spacer used during measurement were obtained as $2.97 \times 10^7$ S/m, and 1.79 respectively.

Index Terms—Ink-jet printed CPW, flexible substrates, multiline calibration, CAD

I. INTRODUCTION

To enable microwave circuits for emerging markets like the internet-of-things (IoT), there is a need for the inexpensive manufacture of environmentally friendly electronics and ink-jet printing has received significant recent interest. Inkjet printing allows the use of non-traditional substrate materials, for example polyethylene terephthalate (PET) and paper, which are very inexpensive. In addition, these substrates are mechanically flexible and can conform to non-planar geometries. The manufacturing process is additive and only the ink needs to be added to the substrate. Circuits can then be printed using ink-jet printers or even roll-to-roll printing systems. Additive manufacturing is suitable for rapid, cost-effective mass manufacturing. Recent research has led to the development of various components such as radio frequency identification (RFID) tags [1], antennas [2], [3], and coplanar waveguides (CPW) [4] by use of ink-jet printing on flexible substrates such as Kapton [5].

Polyethylene terephthalate (PET) is a widely used flexible substrate that is being explored for microwave circuit design. CPWs on flexible PET were reported to have an attenuation of 0.6 dB/mm at 40 GHz [6]. Furthermore, meander inductors have been successfully designed on PET substrates [7], [8]. In order to understand the limitations of substrate selection and to offer development guidance on new, nanoparticle based metallic inks and their processing, there is a need to have robust, repeatable and accurate characterization.

Recently, the authors presented calibrated microwave measurements of ink-jet-printed CPWs on a PET substrate as a first step toward developing a broadly-applicable test platform for evaluation of flexible, ink-jet-printed microwave circuits as well as their constituent materials [9]. Utilizing a novel metrology, it was shown that repeatable measurements can be performed for inkjet printed circuits on PET. Nevertheless, there is an urgent need for a robust metrology to quantitatively characterize the constituent inks and components fabricated using such techniques.

A TDR/TRT and S-parameter measurement based characterization of ink-jet printed interconnects was reported in [10]. Electrical performance characterization of a flexible circuit for mobile application was presented in [11]. Nevertheless, a robust metrology to characterize the ink properties on PET-based substrates is yet to be reported. To this end, we report a CAD-assisted space mapping technique to characterize ink-jet-printed CPW lines on a PET substrate. Section II describes the fabrication and measurement of CPW lines. Characterization and parameter extraction methodology is described in section III. Results and conclusions are discussed in section IV and V.
II. FABRICATION AND MEASUREMENT OF CPW LINES

A. Fabrication

The fabrication process was performed using a commercial process [12]. The process uses ink-jet printing as a precursor on which copper is electroplated. In this work, the copper is plated to be approximately 2 μm thick. We used a clear PET substrate for our work due to its much lower cost compared to other flexible circuits such as polyimide and Kapton, high chemical resistance to acids and solvents, and ability to withstand higher operating temperature than other thermoplastics. Contact profilometer measurements were performed on the traces revealed their thickness to be approximately 2μm over the entire substrate with a surface roughness of about 0.2μm.

Figure 1(a) is a photograph of a CPW line with \( W_c \) 1.983 mm, gap width (g) 0.13 mm, ground conductor width \( W_g \) 1.983 mm, substrate thickness 125 μm and copper thickness 2 μm. The line lengths were determined based on the approach in reference [13]. A multiline TRL calibration kit was designed with six CPW lines having lengths of 14.97 mm, 18.42 mm, 23.57 mm, 35.78 mm, 61.60 mm, and 97.93 mm. Additionally, a CPW Short circuit has been fabricated for use as a reflect standard in the multiline TRL calibration.

B. Measurement

The CPW lines were measured using a commercial on-wafer probe station, a vector network analyzer (VNA), and ground-signal-ground contact probes (1.0 mm pitch). During measurements, the PET substrate was supported by a 0.5 cm-thick, porous dielectric. The power level of the VNA was set to -17.0 dBm and the uncorrected S-parameters were measured for each device from 0.1 GHz to 20 GHz. We adopted a multiline Thru-Reflect-Line calibration [6] technique to characterize the propagation constant and reflect reflection coefficient of the CPW lines.

III. CHARACTERIZATION AND PARAMETER EXTRACTION

We utilized a CAD-based space mapping methodology to characterize the fabricated ink-jet printed CPW lines. To this end, the dielectric constant and loss tangent of PET are well characterized in literature and hence were kept as their standard values as 3.1 and 0.01 respectively. A simulation was performed utilizing these values to compare with measurement. CPW lines were drawn on PET substrates and the dielectric spacer was then designed underneath. Open boundary conditions were defined around the model and at the bottom PEC boundary condition was defined as per the measurement set up. Figure 2 shows the simulation setup developed in Ansys’s HFSS\(^\text{\textregistered}\) to carry out the EM simulation.

Since there are two unknown parameters in the experiment, let us define the conductivity of the copper electroplated ink-jet printed lines as \( \sigma \) and the dielectric constant of the spacer underneath as \( \varepsilon_{pr} \). The resulting attenuation and phase constants here are defined as \( \alpha \) and \( \beta \).

\( \text{\textregistered}\) Trade names are used for clarity and do not imply endorsement by NIST.

The proposed methodology to extract the unknown parameters from simulation and measurement data set is summarized as below.

\begin{itemize}
  \item \textbf{step 1:} Start the simulation with an initial value of \( \sigma_0 \) and \( \varepsilon_{pr0} \).
  \item \textbf{step 2:} Keep the \( \sigma_0 \) fixed and find different values of \( \beta \) by varying \( \varepsilon_{pr0} \). Define an optimization function as the difference of the measurement and the simulated results. Obtain an optimized value of \( \varepsilon_{pr0} \) to provide the best match for \( \beta \) between EM simulation and measurement data set.
  \item \textbf{step 3:} Following step 2, obtain a \( \sigma_1 \) that provides the best match for \( \alpha \) between EM simulation and measurement data set. Define this as \( \sigma_1 \).
  \item \textbf{step 4:} keep \( \sigma_1 \) fixed, and obtain \( \varepsilon_{pr1} \) to give best match for \( \beta \) between simulation and measurement.
  \item \textbf{step n:} Iterate step 1- step 3 till you get a convergence between simulation and measurement grids for \( \sigma_1 \) and \( \varepsilon_{pr1} \).
\end{itemize}

The above approach is easily cast in the framework of space mapping [14]. In the above context, the measurement data set is the fine model and the EM analysis result is the coarse model.

IV. RESULTS AND ANALYSIS

Following the methodology described above, we performed several iterations to obtain the value of unknown parameters. The dielectric constant and loss tangent of PET substrate were defined as 3.1 and 0.01. Additionally, the initial values for \( \sigma_0 \) and \( \varepsilon_{pr0} \) were set as \( 8.54 \times 10^7 \) S/m (same as copper) and 3.1 (same as PET) to define an uniform model for iteration 1. After each iteration, we updated the search range by observing the results from previous iterations. It was observed that the search engine converged after six iterations. The final values of \( \sigma_1 \) of the ink and \( \varepsilon_{pr1} \) of the dielectric spacer were found to be \( 2.97 \times 10^7 \) S/m and 1.79. Figure 3 depicts the comparison of attenuation and phase constant plots from EM simulation and measurement. As can be observed, both the results are in agreement, which demonstrates the general effectiveness of the proposed methodology. However, there is a slight mismatch for the
normalized $\beta$ from simulation and measurement which is attributed to the small gap between the porous dielectric and PET. The ripples in the measured attenuation might be due to imprecise probe positioning during measurement. Furthermore, it was also observed that the losses in the CPW lines are mostly affected by the conductivity of the ink and loss tangent of PET substrate. The loss tangent of the dielectric spacer has minimal effect on the overall losses.

V. CONCLUSIONS

This paper proposes a methodology for characterization of CPW lines on flexible PET substrate. Using a CAD-based space mapping method, we were able to extract the conductivity of the electroplated copper ink and the dielectric constant of the spacer used in the measurement. By utilizing the known parameters of PET from fine model, the unknown ink conductivity and spacer dielectric constant are extracted from the coarse model as $2.9734 \times 10^7$ S/m and 1.786 respectively. Results obtained from simulation agree quite well with measurement. However, as the porous dielectric is not entirely flat there is a small gap between the PET and the spacer that leads to a slight mismatch in results. Together these results demonstrate a viable and robust technique for characterization of ink-jet printed microwave circuits as well as the constituent materials.
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Digitally Assisted Analog Predistortion Technique for Power Amplifier
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Abstract — This paper presents a digitally assisted analog-predistortion scheme for linearization of high power amplifier. Taking advantage of recent available digital signal processing solutions, the proposed method reduces hardware requirement of conventional analog predistorter by alleviating the need of Vector multiplier, hybrid 90° coupler and delay lines. Proposed method provides flexibility in terms of digitally compensation of delay, gain and phase control of signal. The proof-of-concept of method is presented for reducing odd-order intermodulation distortion (IMD). A better performance of 11-db reduction as compared to conventional analog predistorter in terms of 3rd IMD is achieved for two-tone test signal centered at frequency 2000 MHz and 2020 MHz.

Index Terms — Delay-lines, field programmable gate array, intermodulation distortion, linearization, power amplifiers, rat race coupler.

I. INTRODUCTION

Power Amplifier (PA) is the most power-consuming device in wireless communication system. Specifically envelope varying communication signals of 3rd and 4th generation results in nonlinear behavior of PA in the saturation region. It results in in-band intermodulation distortion (IMD), increases adjacent channel interference and give rise to spectral regrowth. However, there is a trade-off between power efficiency and linearity in RF PA. Therefore, to achieve acceptable adjacent channel power ratio (ACPR) levels, linearization techniques such as predistortion are proposed in the literature. Among these, analog predistorter has advantage of compact design and no need of baseband information of incoming RF signal [1]-[3]. Essentially, this is a RF-in-RF-out predistortion system, which is desirable when baseband information is not available, such as RF repeater system.

In order to obtain linear amplitude/amplitude modulation (AM/AM) and amplitude/phase modulation (AM/PM) characteristics of PA, predistorter setup has to provide inverse characteristics of the PA. Gain compression characteristics of power amplifier are compensated by expansion characteristics of predistorter [4]. Analog Predistortion (APD) technique generates IMD terms using a pair of anti-parallel diode which in turn cancels IMD of PA by using vector multiplier (VM), 90° hybrid RF coupler, power combiners/splitters and RF delay lines. In APD technique, delay compensation is performed manually by varying the length of cable. Due to its rigidity, APD system is unable to perform when system characteristics changes with time or other factors [5], [6].

Fig. 1. Conventional Analog Predistorter

This paper presents a digitally assisted analog predistortion (DA-APD) setup for linearization of PA output that takes the advantage of low complexity, yet flexible digital control. Instead of using RF delay lines for delay compensation, it is easier to compensate delay digitally. Also gain and phase of a signal can be controlled digitally instead of using VM. In the proposed method, it also eliminates the need of 90° hybrid RF coupler which is used in APD setup in order to provide in-phase (I) and quadrature phase (Q) signals to VM. Therefore, by utilizing the DA-APD setup with RF PA, due to better control of parameters, better linearization is achieved as compared to the Cubic Predistorter Linearizer.

A. Conventional Analog Predistorter

Fig. 1 shows the schematic of a conventional Analog Predistorter. It consists of rat-race coupler (RRC), 90° hybrid RF coupler, RF delay lines, VM, power splitter and power combiner. Two-tone input signal is provided to upper and lower branches by using power splitter. Delay line in the upper branch compensates the time delay of the lower branch. Delay compensation is performed manually by varying the length of cable. In order to compensate the delay in APD, we must know the time delay in the lower branch. One of the complicated tasks in APD is to find out the time delay introduced by lower branch. After finding the exact time delay in the lower branch, it is compensated by connecting a proper length of cable in the upper branch. In the lower branch, input is given to input port of RRC. Sigma port of RRC is mounted with pair of anti-parallel HSMS 2822 varactor diode, which is used to generate odd-order IMD. Delta port is mounted with parallel RC components, which are used to eliminate main signal from, predistorted signal. The anti-parallel diode circuit and RC
The circuit are combined using 180° degree hybrid coupler i.e. RRC. However, practically these main tones are not properly eliminated using RRC. The output signal from output port of RRC is given at input port of 90° hybrid RF coupler. The isolated port of 90° hybrid RF coupler is terminated by 50 Ω matched termination resistive load.

The outputs of 90° hybrid RF coupler provide in-phase (I) and quadrature phase (Q) signals at RFIN_I and RFIN_Q pins of VM. VM consist of matched pair of continuous variable gain amplifiers which is used to vary the gain and phase of input signal [7]. The output of variable gain amplifiers are summed and given at input of power combiner. The output of VM is combined with the two-tone signal of the upper-branch signal using power combiner and then fed to input of RF-PA.

**B. Digitally Assisted Analog Predistorter**

The proposed DA-APD applied to RF-PA is shown in Fig. 2. Analysis is proposed by two tone test signal composed of almost equal power. The two tone input signal is given as:

\[ x(t) = \text{Re}\left(Ae^{j\omega t} + Ae^{j\omega t}e^{j\varphi}\right) \tag{1} \]

where \( \omega_1 \) and \( \omega_2 \) are the frequencies, where two tones lie and \( \varphi \) compensates for phase delay in the lower branch. DA-APD setup composed of two channels. In channel-I, the input signal is simple two tone signal. At channel II, the input signal is 180° out of phase from the two tone input signal at channel I. Output of channel II i.e. \( x_{\text{inv}}(t) \) is given at the input of RRC. The inverted two tone test signal is provided at the input of RRC composed of equal power can be defined as:

\[ x_{\text{inv}}(t) = \text{Re}\left(A\cos(\omega_2t + \varphi) + \cos(\omega_2t + \varphi)\right) \tag{2} \]

As shown in Fig. 2, sigma port of RRC is mounted with anti-parallel diode which is HSMS 2822 varactor diode. Anti-parallel diode produces the odd order nonlinearities. The output of anti-parallel diode in RRC is given as:

\[ V_{\text{HMS}}(t) = -A\alpha_1 x_{\text{inv}}(t) + a_3 x_{\text{inv}}^3(t) \tag{3} \]

\[ V_{\text{HMS}}(t) = a_1 x_{\text{inv}}(t) - 3a' a_1 \cos \omega_1t \cos \omega_2t - 3a' a_1 \cos \omega_1t + 3a' a_1 \cos \omega_1t \cos^2 \omega_2t \tag{4} \]

Delta port of RRC is mounted with resistor and capacitor in order to cancel main tone that lies at frequencies \( \omega_1 \) and \( \omega_2 \). RRC is used to combine the anti-parallel diode circuit and RC circuit. The output of RRC is given as:

\[ V_{\text{RRC}}(t) = \frac{a_1 A^3}{4} \left( \cos 3\omega_1t + \cos 3\omega_2t + \frac{3a' A^3}{4} \right) \left[ \cos(2\omega_1t + \omega_2t) + \cos(2\omega_2t - \omega_1t) \right] \tag{5} \]

First term in the above equation is the third order harmonics which lies at frequencies \( 3\omega_1 \) and \( 3\omega_2 \). Harmonics lies far away from the main tone so it can be easy filter out. Next four terms are 3rd order IMD’s which lies at \( 2\omega_1 + \omega_2 \), \( 2\omega_1 - \omega_2 \), \( 2\omega_2 + \omega_1 \), \( 2\omega_2 - \omega_1 \). It is easy to remove 3rd order IMD components that lies at frequency \( 2\omega_1 + \omega_2 \), \( 2\omega_1 + \omega_2 \) using filters. However, if the input tones are of similar frequencies, the third-order IMD \( 2\omega_1 - \omega_2 \) will be very close to the fundamental frequencies and cannot be easily filtered out. Third-order IMD is of most concern in narrow bandwidth applications. Second-order IMD is of greater concern in broad bandwidth applications. However, in order to remove the 3rd order IMD components that lies at frequency \( 2\omega_1 - \omega_2 \), \( 2\omega_1 - \omega_2 \), the output of RRC is combined with original two tone input signal. Ignoring the harmonics and third order IMD that lies at \( 2\omega_1 + \omega_2 \), \( 2\omega_1 + \omega_2 \), combined output is given as input to RF-PA which is given as:

\[ y_{PD}(t) = x(t) + V_{RRC}(t) \tag{6} \]

\[ y_{PD}(t) = A(\cos \omega_1 t + \cos \omega_2 t) + \delta \left[ \cos(2\omega_1 t - \omega_2 t) \right] \tag{7} \]

\[ + \cos(2\omega_2 t - \omega_1 t) \tag{8} \]

Here, the coefficient \( \delta \) affects the original signal and third order IMD, \( \delta \) is used to compensate the phase delay that occurs in the lower branch, when inverse two tone input signal passes through RRC. Phase delay that arises in lower branch is compensated digitally by introducing delay in signal preprocessing step [8]. Moreover, phase of the signal can also be varied digitally for best IMD cancellation. The overall reduction in IMD is achieved by optimizing cubic predistorter linearizer parameters R, C and \( \delta \) of DA-APD setup.

**II. MEASUREMENT SETUP**

Fig. 3 shows the measurement setup used for characterization of PA. It consist of Altera Arria V GT Field Programmable Gate Array (FPGA), broad-band receiver (TSW1266), dual channel transmitter (TSW30SH84), local oscillator (TSW3065), RRC, attenuators, power combiners/splitters and Class-AB PA. The transmitter contains two 16-bit digital to analog converters (DACs) and two RF modulators of frequency range 300MHz to 4GHz. FPGA is programmed using quartus software from altera. The data is guided from pre-programmed FPGA to transmitter at sampling rate of 307.2 MHz. The data is interpolated with interpolation factor of 4 and up-converted to a sampling frequency of 1228.8 MHz.
convert the two-tone signal at frequencies centered at $\omega_1 = 2000$ MHz and $\omega_2 = 2020$ MHz at the transmitter. Channel I contains two-tone signal and Channel II contains phase-shifted (180° phase change due to delay) two-tone signal, which is provided to the input of RRC. The output of RRC is combined with two-tone signal of channel I using power combiner and then fed to input of PA which is followed by attenuator. For establishing the proof of concept, a 15-W Class-AB PA, which is driven by 10-W driver PA.

### III. Experimental Results

The DA-APD is digitally optimized used for reducing the intermodulation distortion in PA. First simulation of RRC mounted with HSMS-2822 and RC circuit has been carried out in Agilent 2009 ADS. For best optimized values of $R = 120 \\Omega$ and $C = 1 \, \text{pF}$, simulation results shows that RRC is able to cancel main tone signal and generate odd-order IMD. Resistor and Capacitor of above-mentioned values are mounted on delta port of RRC. Fig. 4 shows the output power spectra of a 15-W Class-AB PA driven by two-tone signal located at frequencies $\omega_1$ and $\omega_2$. The output contains odd order IMD’s located at frequencies 1960 MHz (IM5), 1980 MHz (IM3), 2040 MHz (IM3), and 2060 MHz (IM5).

Fig. 5 shows the output power spectra of 15-W Class-AB PA cascaded with DA-APD setup. Experimental results shows that DA-APD setup linearizes 15-W class AB PA and reduces IMD3 approximately by 11 dB. It has been validated experimentally that a 50dB ACLR improvement is achieved using the proposed DA-APD setup.

### IV. Conclusion

A new digitally assisted predistortion method has been presented and validated. An analysis of DA-APD circuit design and experimental results has been presented. We have developed a DA-APD linearizer that can effectively control IM3 and IM5 and applied to the linearization of high power RF amplifier. This setup compensates for nonlinearities and effectively reduces adjacent channel leakage ratio (ACLR). About 11-dB improvement of 3rd IMD was achieved from two-tone signal, which is better than its complete analog counterpart. In the proposed setup, delay compensation is performed digitally by varying the phase angle of two tone input signal.
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\textbf{Abstract} — We propose a compact wideband multi-way power divider/combiner with planar structure for applications to RF power amplifiers (PAs). Uniform transmission lines in the conventional divider are replaced with non-uniform transmission lines (NTLs), which are governed by a truncated Fourier series. An optimization-driven framework is employed in even-mode analysis to obtain the coefficients of the NTLs considering predefined operating bands, whereas three isolation resistors are optimized in the odd-mode analysis to achieve optimal isolation and output port matching over the design bandwidth. For verification purposes, a 4–10 GHz 3-way divider is simulated, and measured. Simulations and measurements are in close proximity and show input/output ports matching of better than −10 dB and transmission of −4.9 ±1 dB across the design bandwidth.

\textbf{Index Terms} — multi-way power divider, non-uniform transmission lines (NTLs), power amplifiers (PAs), power combiner, wideband Wilkinson power divider (WPD).

I. INTRODUCTION

Power dividers/combiners are widely used fundamental front-end components in a variety of microwave/millimeter wave systems, power amplifiers (PAs), mixers, and antenna feeding networks. PAs have applications that span wireless and radio communications equipment, phased array radar modules, unmanned aerial vehicles (UAVs), and electromagnetic compatibility (EMC) testing [1]-[5]. PAs can also be used in communication systems measurements such as tests of intermodulation, adjacent channel power, multi-tone, and high signal levels. However, PAs have limitations, especially for applications where a high RF amplification gain is required. To overcome this, a power combiner can be used to combine the individual powers from multiple lower power PAs. Such a network has the advantages of: 1) graceful degradation reliability characterized by the accommodation of the failure of a single PA without a total loss of the transceiver/transponder power [6], 2) it is less expensive and complex to manufacture moderate-power PAs than high-power PAs, and 3) lower power PAs can be biased to operate in the linear region, resulting in the reduction of the intermodulation distortion and undesired harmonics.

Many power dividers/combiners for large operating bandwidths, high efficiency, high isolation, and small size have been proposed in literature. The Wilkinson power divider (WPD) or combiner, proposed by E. Wilkinson in 1960 [7], is widely used in front-end microwave subsystems due to its ease of design and fabrication, high isolation between its ports, as well as perfect matching at all ports. Port isolation is widely regarded as an asset in RF power combining, as it can be used to suppress odd mode instability between the combined amplifiers [8]. This alone often explains the preference of Wilkinson type combiners over other dividers/combiners in microwave PA networks. Accordingly, broadening the operating bandwidth while maintaining the same desired electrical features are of utmost importance. A variety of designs have been proposed [9]-[13], however, the major drawbacks are the increased physical size, the use of reactive components, and the bulky 3D geometries.

In this paper, a general procedure to design and characterize a NTLs wideband multi-way planar Wilkinson power divider/combiner is presented. The proposed device is modeled and simulated for equal-split division. Then, the input and output ports can be reversed to enable power combining rather than division. Thereafter, the phases of the transmission parameters are measured to verify in-phase functionality.

The article is organized as follows: Section II discusses the design procedure of the proposed wideband NTL multi-way WPD. Simulations and measurements of a wideband 3-way prototype is presented in Section III. Finally, conclusions are given in Section IV.

II. MULTI-WAY WPD DESIGN

A schematic diagram of the proposed wideband equal-split NTL divider is shown in Fig. 1. The N-way divider can be reduced to its equivalent 2-way model [14]. Hence, the even-odd mode analysis will be adopted.

To reduce the N-way divider to its equivalent 2-way model illustrated in Fig. 2, the first branch is assumed to be the \( n \)-th branch with \( 1/N \) fraction of total input power, whereas the other branch is in turn the sum of power ratios of the rest of the \( N-1 \) branches; or in other words, \( (N–1)/N \).

Fig. 1. A Schematic diagram of a wideband NTL N-way WPD.
Fig. 2. A 2-way equivalent model of the N-way WPD.

Following the procedure presented in [14], $Z_{in}$ is found to be equal to 103 $\Omega$. Once the characteristic impedance of the $n$-th branch is determined, the process is iterated until the characteristic impedances of all the $N$ original branches are obtained. In this context, the equivalent 2-way model is developed only once as the power is split equally between the $N$ output ports (i.e., same characteristic impedances $Z_{in}$ for all $N$ branches).

A. Even Mode Analysis

The even mode equivalent circuit for the proposed $N$-way divider is shown in Fig. 3. The NTL has a length $d$ with a varying characteristics impedance $Z(z)$ and propagation constant $\beta(z)$, and matches a source impedance $Z_s$ to a load impedance $Z_l$. The isolation resistors $R_{i/2}$ $(i=1,2,3)$ are terminated with an open circuit as a result of the symmetric excitation at the two equivalent output ports. To design the NTL, the magnitude of the reflection coefficient, $|\Gamma|$, should be zero (or very small) over the frequency range of interest. $|\Gamma|$ at the input port is expressed in terms of $Z_{in}$ shown in Fig. 3, where $Z_{in}$ is calculated after obtaining the $ABCD$ parameters of the NTL.

![Fig. 3. 2-way equivalent even mode circuit of the proposed NTL N-way WPD.](image)

The $ABCD$ parameters of the wideband matching NTL are obtained by subdividing it into $K=50$ uniform short segments each of length $\Delta z$. The $ABCD$ matrix of the whole NTL is obtained by multiplying the $ABCD$ parameters of each section as follows [15]:

\[
\begin{bmatrix}
    A & B \\
    C & D
\end{bmatrix}_{Z(z)} = \begin{bmatrix}
    A_1 & B_1 \\
    C_1 & D_1
\end{bmatrix} \ldots \begin{bmatrix}
    A_K & B_K \\
    C_K & D_K
\end{bmatrix},
\]

(1)

where the $ABCD$ parameters of the $i$th segment are [15] (assuming lossless transmission lines):

\[
A_i = D_i = \cos(\Delta \theta),
\]

(2.a)

\[
B_i = Z^2 ((i-0.5)\Delta z) C_i = jZ ((i-0.5)\Delta z) \sin(\Delta \theta),
\]

(2.b)

\[
\Delta \theta = \frac{2\pi}{\lambda} \Delta z = \frac{2\pi}{c} f_{\text{eff}} \Delta z.
\]

(2.c)

where $c$ is the speed of light and $f$ is the center frequency of the design bandwidth. The effective dielectric constant, $\varepsilon_{\text{eff}}$, of each section is calculated using the well-known microstrip line formulas [15]. Furthermore, the non-uniform impedance profile is governed by a truncated Fourier series that is expressed as [16]:

\[
Z(z) = Z_{in} \exp \left( c_0 + \sum_{p=1}^{P} \left[ a_p \cos \left( \frac{2\pi p z}{d} \right) + b_p \sin \left( \frac{2\pi p z}{d} \right) \right] \right).
\]

(3)

where $Z_{in} = (Z_sZ_l)^{0.5}$, is the characteristic impedance of the WPD branch. Thus, an optimum designed NTL has its reflection coefficient magnitude over the frequency range of interest, with an increment of $\Delta f$ as close as possible to zero. Therefore, the optimum values of the Fourier coefficients can be obtained through minimizing the following error function [17]:

\[
\text{Error}_{in} = \max \left\{ E_{f_m}^{\text{in}}, \ldots, E_{f_M}^{\text{in}} \right\}.
\]

(4)

where

\[
E_{f_m}^{\text{in}} = |\Gamma_{in}(f_m)|^2.
\]

(5.a)

\[
\Gamma_{in}(f_m) = \frac{Z_{in}^\prime(f_m) - Z_s}{Z_{in}^\prime(f_m) + Z_s}.
\]

(5.b)

\[
Z_{in}^\prime(f_m) = A(f_m)Z_1 + B(f_m) C(f_m) Z_2 + D(f_m).
\]

(5.c)

The resulting $Z(z)$ should be within reasonable fabrication tolerances to guarantee easy fabrication. As such, the following physical constraint is considered in the minimization of (4):

\[
Z_{\text{min}} \leq Z(z) \leq Z_{\text{max}}
\]

(6)

To find the values of the coefficients $(c_0, a_p, b_p)$ that minimize the bound-constrained nonlinear error function in (4) across the desired bandwidth, MATLAB function “fmincon.m” is used.

B. Odd Mode Analysis

Figure 4 shows the equivalent odd-mode circuit of the proposed divider which is used to obtain the optimum values of the isolation resistors that achieve acceptable output ports isolation and matching conditions. Due to the asymmetric excitation of the output ports, each $R_{i/2}$ resistor will be terminated with a short circuit.

![Fig. 4. 2-way equivalent odd mode circuit of the proposed NTL N-way WPD.](image)

After determining the optimum values of the Fourier series coefficients by following the procedure described previously, the NTL transformer is subdivided into 3 sections, and the $ABCD$ matrix for each section is calculated by employing (1) and (2). Then, the total $ABCD$ matrix of the whole network shown in Fig. 4 can be calculated as follows [17]:
\[ \begin{bmatrix} ABCD \end{bmatrix}_{\text{Total}} = \begin{bmatrix} ABCD \end{bmatrix}_{2} \begin{bmatrix} \frac{1}{2} \end{bmatrix} \begin{bmatrix} ABCD \end{bmatrix}_{\text{1st Section}} \begin{bmatrix} \frac{1}{2} \end{bmatrix} \begin{bmatrix} ABCD \end{bmatrix}_{\text{2nd Section}} \begin{bmatrix} \frac{1}{2} \end{bmatrix} \begin{bmatrix} ABCD \end{bmatrix}_{\text{3rd Section}} \begin{bmatrix} \frac{1}{2} \end{bmatrix}. \] (7)

The locations of the resistors are distributed uniformly. Finally, as illustrated in Fig. 4, the following equation can be written:

\[ \begin{bmatrix} V_{1} \end{bmatrix} = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} V_{2} \end{bmatrix}. \] (8)

Setting \( V_{2} \) in (8) to zero, and solving for \( V_{1}/I_{1} \), one obtains:

\[ \frac{V_{1}}{I_{1}} = \frac{B}{D} = Z_{\text{in}}^{o}. \] (9)

For perfect output port matching, the following condition should be satisfied:

\[ \Gamma_{\text{out}}(f_{m}) = \frac{Z_{\text{in}}^{o}(f_{m}) - Z_{0}}{Z_{\text{in}}^{o}(f_{m}) + Z_{0}}. \] (10)

where \( f_{m} (m = 1, 2, \ldots, M) \) denotes the frequencies at which (10) is calculated. In this context, \( \Delta f \) is chosen to be 0.2 GHz. So, for a perfect output ports matching over the desired range, the following error should be minimized [17]:

\[ \text{Error}_{\text{out}} = \max \left( E_{1}^{\text{out}}, E_{2}^{\text{out}}, \ldots, E_{m}^{\text{out}}, \ldots, E_{M}^{\text{out}} \right). \] (11a)

where

\[ E_{m}^{\text{out}} = \left| \Gamma_{\text{out}}(f_{m}) \right|^{2}. \] (11b)

This optimization problem is solved keeping in mind that \( R_{11} \), \( R_{12} \), and \( R_{13} \) are the optimization variables to be determined.

### III. Simulations and Measurements

In this section, based on the design procedure presented in II, a design example of a 3-way equal split WPD with fractional bandwidth of 86% is simulated, fabricated and measured. The design example is carried out using RO4003C substrate with a thickness of 0.813 mm, relative permittivity of 3.55, and loss tangent of 0.0027. The length of each NTL transformer of the proposed WPD is set to 10 mm. The characteristic impedance of the conventional 3-way WPD arm, \( Z_{0} \), is calculated in II and is found to be equal 103 \( \Omega \). Figure 5 shows a photograph of the fabricated power divider.

Simulations were obtained using HFSS, which is a full-wave EM simulator, whereas measurements were made with an HP 8720B vector network analyzer (VNA). Short-open-load-thru calibration was performed to the two ports of the VNA using a 3.5 mm HP/Agilent 85052A mechanical calibration kit. First, port 1 of the VNA was connected to an open-circuit standard and calibrated. Then, it was connected to a short-circuit standard and calibrated. Finally, it was connected to a broadband 50 \( \Omega \) matched load for load calibration. The same process was repeated for port 2 of the VNA. Thru calibration was made by connecting the two VNA ports together to compensate for the losses due to cables and connectors.

After a two-port calibration was performed, input/output matching parameters of the proposed divider/combiner were measured by connecting VNA port 1 to the divider’s port of interest, while terminating the remaining ports with a matched load. Transmission parameters were measured by connecting VNA port 1 to the input port of the proposed divider and VNA port 2 to one of the output ports; whereas the rest of the divider’s ports were terminated with a matched load. The same process was repeated for port 2 of the VNA. Thru calibration was made by connecting the two VNA ports together to compensate for the losses due to cables and connectors.

Fig. 6. Simulated and measured S-parameters of the proposed divider.

Fig. 7. Simulated and measured S-parameters of the proposed divider.

As shown in Fig. 6, simulation and measurement results of the input port matching are below –12 dB over the 4–10 GHz band,
whereas the transmission parameters are equal to $-4.9\pm 1$ dB over the assigned band. Output ports matching and isolation parameters are in good agreement and are all below $-11$ dB over the assigned band as shown in Fig. 7. The small discrepancies between simulated and measured results are thought to be due to the fabrication process and measurement errors.

Measured group delays of the fabricated divider are depicted in Fig. 8. Measured results show almost a constant response of 0.18 ns for both $S_{21}$ and $S_{31}$ over the 4–10 GHz band (group delay of $S_{41}$ = group delay of $S_{21}$ due to structural symmetry).

![Fig. 8. Measured group delays of the proposed 3-way divider.](image)

Figure 9 shows the measured magnitude and phase imbalances for the proposed equal-split in-phase divider. Measured magnitude imbalance equals to $\pm 0.37$ dB, whereas the phase imbalance is $\pm 5.4^\circ$ over the design bandwidth. Such results indicate an excellent symmetry of the fabricated layout and hence the proposed device can operate as a power combiner as desired.

![Fig. 9. Measured magnitude and phase imbalances of the proposed 3-way divider.](image)

**IV. CONCLUSION**

This paper presented a general design of $N$-way wideband power divider/combiner that can be used in PAs which are a fundamental component in a variety of wireless communication systems. A combining technique was used to reduce the $N$-way divider to its equivalent 2-way model. Then, the even and odd mode analysis were used to obtain the NTLs and the optimized values of the isolation resistors, respectively. For verification purposes, 3-way power divider/combiner with fractional bandwidth of 86% was fabricated and measured. The good agreement between both simulation and measurement results over the assigned frequency band proves the validity of the design procedure.
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Abstract — Error Vector Magnitude (EVM) is used by communication systems designers as one way to express distortions in digital communications. These distortions may come from initial modulator amplitude and phase imbalances, from linear distortions or non-linear distortions in the transmission chain. It is a good indicator of power amplifiers non-linearity. We propose to use a closed form method based on cross-correlation between input and output signal of the power amplifier as a way to measure either EVM or Noise Power Ratio (NPR). We show the small differences that exist between both measurements. We show also that it can be applied to the measurement of signal EVM at the output of a signal generator or transmission chain.

Index Terms — Error Vector Magnitude, EVM, Measurement, Non-linearity, Noise Power Ratio, NPR, power amplifiers.

I. INTRODUCTION

Error Vector Magnitude (EVM) is has been used by communications systems designers as one of the way to express distortions in digital communications. When a digitally modulated signal is generated it is no perfect and it has some differences with the reference signal that should be generated. These differences are measured by the EVM, the ratio of rms error to the reference signal average amplitude. The transmission chain will add linear and non-linear distortions to this signal and the EVM will increase. Finally, the receiver may add its own distortions.

One of the main contributors to the EVM degradation is the non-linear power amplifier in the transmitter. EVM is a good indicator of amplifier non-linearity and it can be used to assess the effect of pre-distortion or linearization on the linearity of the amplifier.

EVM is generally defined in telecommunications standards [1]-[3] together with possible methods of measurements.

These measurement methods are generally based on optimization of a complex ratio between the measured signal and a reference signal or constellation [4, 5]. These algorithms are non-convex and may lead to local minima [5]. We propose a closed form method based on cross-correlation of signals. Its closed form permits to derive mathematical properties that are difficult to get from optimization methods.

We compare EVM with other figures of merit used to measure amplifier non-linearity such as Noise Power Ratio (NPR) and Adjacent Channel Power Ratio (ACPR or ACLR).

We conclude by giving some examples of input and output signals and spectra

II. EVM MEASUREMENT POINTS IN A TRANSMISSION CHAIN

The schematics next page (fig. 1) shows a transmission chain and the main points where EVM can be measured.

Classically EVM is measured by comparing the received IQ symbols (after matched filtering and optimum sampling) with the transmitted IQ symbols or the nearest IQ constellation point. The filtering, optimum time alignment, sampling and determination of the nearest constellation point is done by the receiver in the chain. The classical method defined in standards and articles [1]-[5] is based on the optimization of a complex coefficient (or gain) by which the reference signal is multiplied to obtain the minimum difference with the received signal.

EVM can also be measured by comparing the reference modulated signal and the received signal before time alignment and optimum sampling. In that case both signals must be filtered by a matched filter. Generally, this filter also respects one of Nyquist conditions to give as small as possible inter-symbol interference (ISI). For the received signal this maybe already done in the receiver.

EVM can be measured by comparing RF signals at the input and output of the amplifier (or the pre-distorted amplifier). In that case the sampling is generally done at frequency higher than the symbol rate frequency and both signals must be filtered by the matched filter.

III. EVM MEASUREMENT OF A SIGNAL

The second schematic (fig. 2), is used to measure signal EVM at the output of a generator. No reference signal exists generally. Classical measurement methods are called data-aided and non-data-aided depending if they know the sequence of symbols that has been sent. In all cases it is necessary to know the constellation and symbol rate. In addition, APSK constellations may have different radii depending on the error correction ratio.

If the transmitted data is not known, the receiver must regenerate this data before computing the differences with the received signal. This is done by choosing the nearest point in the constellation. A classical receiver would do the same.

In that case, some errors exist in the regenerated signal and the EVM measurement is optimistic for high values of EVM or low values of signal to noise ratio.
We can go a step further in the receiver and correct errors before generating an ideal reference signal. In that case the EVM is practically identical to the data-aided EVM when in quasi-error free mode, bit error rate < $10^{-12}$.

IV. CROSS-CORRELATION METHOD

When the reference signal is known or regenerated it is possible to compute the EVM from a cross-correlation from reference and received signals. This has been shown in [6] and is similar to cross-correlation measurement of NPR in [7] and uses the concept of equivalent gain proposed in [8] after theoretical work [9]-[11].

In summary, we compute an equivalent gain (a complex number) as:

$$g = \frac{\max E[x_{\text{meas}}x_{\text{ref}}^*]}{\max E[x_{\text{ref}}x_{\text{ref}}^*]} \quad \text{(1)}$$

where $x_{\text{meas}}$ is the measured signal and $x_{\text{ref}}$ is the reference signal. The expectations in this equation can be computed as the maximum of the cross-correlation of two signals.

$$E(y, x^*)(\tau) = (x \ast y)(\tau) = \int y(t + \tau).x^*(t)dt \quad \text{(2)}$$

The maximum of the reference (denominator) is always obtained at time $t=0$. When the measured signal is time
aligned with the reference signal, the maximum of the cross-correlation occurs also at time \( t=0 \).

The cross-correlation can also be obtained from the inverse Fourier transforms of the signals \( X(f) \) and \( Y(f) \) as:

\[
E(y \cdot x^*)(\tau) = \mathcal{F}^{-1}\{Y(f) \cdot X^*(f)\}
\]  

(3)

In that case, the inverse Fourier transform in equation 3, at time \( t=0 \), resolves to the integral of the product of spectra:

\[
E(y \cdot x^*)(0) = \int y(t) \cdot x^*(t) \, dt = \int Y(f) \cdot X^*(f) \, df
\]  

(4)

The equivalent gain can then be expressed as:

\[
g = \frac{\int Y(f) \cdot X^*(f) \, df}{\int X(f) \cdot X^*(f) \, df}
\]  

(5)

From the equivalent gain, it is easy to compute the noise or root mean square (rms) error in the measured signal compared to the reference signal as:

\[
n(t) = x_{\text{meas}}(t) - g \cdot x_{\text{ref}}(t)
\]  

(6)

The definition of gain \( g \) ensures that the noise is uncorrelated to the reference signal, that is:

\[
E(n \cdot x^*) = E\{x_{\text{meas}} \cdot x_{\text{ref}}^*\} - g \cdot E\{x_{\text{ref}} \cdot x_{\text{ref}}^*\} = 0
\]  

(7)

It can also be shown that the power of the measured signal is the sum of the power of the part proportional to the reference signal and the power of the noise:

\[
E\{x_{\text{meas}} \cdot x_{\text{meas}}^*\} = E\{n \cdot n^*\} + g \cdot g^* \cdot E\{x_{\text{ref}} \cdot x_{\text{ref}}^*\}
\]  

(8)

From this equation, we can deduce that the gain obtained is optimum in that it will give the minimum value for the noise power as any other value that would not have null correlation with the reference signal would have higher power.

The EVM is computed from the ratio of noise power and signal power in equation 7 as:

\[
\text{EVM} = \frac{E\{n \cdot n^*\}}{g \cdot g^* \cdot E\{x_{\text{ref}} \cdot x_{\text{ref}}^*\}}
\]  

(9)

From the equations used, it is the minimum value that can be obtained from the measured and reference signals.

This replaces the gain and phase optimization that are generally given as methods to compute the EVM in standards and articles [1-5] by a closed form result.

V. APPLICATION TO SAMPLED SIGNALS

When using sampled signals, the expectation can be computed as:

\[
E(y \cdot x^*)(k) = \sum_{m=-\infty}^{\infty} y(m + k) \cdot x^*(m)
\]  

(10)

Then:

\[
g = \frac{\max_k \sum_{m=0}^{N-1} x_{\text{meas}}(m+k) \cdot x_{\text{ref}}^*(m)}{\max_k \sum_{m=0}^{N-1} x_{\text{ref}}^*(m) \cdot x_{\text{ref}}(m)}
\]  

(11)

When both signals have been time aligned so that the maximum of each sum occurs at \( k=0 \), we have:

\[
g = \frac{\sum_{m=0}^{N-1} x_{\text{meas}}(m) \cdot x_{\text{ref}}^*(m)}{\sum_{m=0}^{N-1} x_{\text{ref}}^*(m) \cdot x_{\text{ref}}(m)}
\]  

(12)

As in the case of continuous signals, we can use Fourier transform, in this case discrete Fourier transform (DFT) and the fast Fourier transform (FFT) algorithm to obtain the spectra of signals. The gain can be expressed as:

\[
g = \frac{\sum_{m=0}^{N-1} x_{\text{meas}}(m) \cdot x_{\text{ref}}^*(m)}{\sum_{m=0}^{N-1} x_{\text{ref}}^*(m) \cdot x_{\text{ref}}(m)}
\]  

(13)

VI. TIME ALIGNMENT, COARSE AND FINE

As presented in the preceding sections, the measured signal must be time aligned with the reference signal. It has been found that the simplest method is to use the cross-correlation itself to get the value of time shift that must be applied to the measured signal (generally negative) so that the maximum of the cross-correlation occurs at time \( t=0 \).

For sampled signal, a precision finer than one sample period may be needed in some cases.

A simple method consists in extending the spectra of signals with null samples. This increases the sampling frequency and reduces the sampling period. Intermediate samples are inserted in the signals. They could also be obtained through the Whittaker–Shannon interpolation formula or sinc interpolation to construct a continuous signal from its discrete samples provided it is bandlimited.

It is not necessary to interpolate both signals, this is necessary only on the cross-correlation itself. Thus the cross-correlation method replaces also the time alignment methods that are based on optimization in classical method of EVM measurement.

VII. SHAPING AND MATCHED FILTERS

As is shown on the figures, some signals need to be filtered through a shaping or a matched filter before comparison.

A matched filter has an impulse response inverted in time with respect to that of the shaping filter used in transmission. This ensures an optimum reception and best signal to noise ratio in a linear channel with additive white Gaussian noise (AWGN). The frequency response of the matched filter is then the complex conjugate of the frequency response of the shaping filter.

The frequency response of the cascaded filters is the product of the two frequency responses and is then real.

The impulse response of the cascade filters is the inverse Fourier transform of this product and is equal to the self-correlation of the impulse response of the shaping filter. It is symmetrical in time.

In addition, it is necessary for these two filters to respect the Nyquist criterion to minimize inter-symbol interference (ISI). The criterion states that the impulse response of the cascaded filters is equal to 1 at time \( t=0 \) and equal to 0 at all times that are multiples of the symbol period.
In the frequency domain, it states that a sum of frequency responses of the cascaded filters, shifted in frequency by multiples of the symbol rate, is constant.

One of the well-known shaping and matched filter in digital communication is the square root raised cosine filter. The frequency response of the cascaded shaping and matched filters is a raised cosine filter. Its frequency response is symmetric with respect to point of amplitude 1/2 at frequencies +/- half the symbol rate, so that it respects the Nyquist criterion.

Shaping and matched filters can be applied easily to a signal in the frequency domain by multiplying the spectrum of the signal by the frequency response of the filter.

VIII. EQUALIZATION

In some cases, the transmission channel is frequency selective and it may distort the signal too much for correct reception. New standards [3] take this problem into account and ask that the EVM be measured after equalization of the transmission channel by the receiver.

Equalization will increase the value of the maximum of the cross-correlation and decrease the rms error. Both effects tend to decrease the EVM. It can be optimized by maximizing the cross-correlation maximum.

Equalization must be normalized to keep constant the receiver noise bandwidth.

IX. RESULTS

This method is used by CNES (French Space Agency), TéSA Laboratory and XLIM Laboratory at Université de Limoges for simulation and measurements.

An example of spectra of reference signal, measured signal and extracted noise for a 16 QAM modulation at the output of a power amplifier is given in figure 3.

Other examples of measurements and simulations will be given at the conference. This method has been applied to DVB-S2 signals with non-linear amplifiers and linearized amplifiers and it gave errors less than 0.1 % compared to measurement results obtained with commercial equipment.

X. CONCLUSION

The cross-correlation method gives the EVM as a closed form result that replaces classical algorithms that are non-convex and may have local minima. It solves the time alignment problem and gives the amplitude and phase of the normalization between reference and measured signals. From this form, we can demonstrate that it gives the lowest possible value for EVM.
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Abstract — Transmission lines take a crucial role in verifying measurement accuracy of a calibrated vector network analyzer (VNA) as well as in establishing traceability of measured S-parameters. Difficulties in manufacturing of long transmission lines demand verification of the test transmission line before use. This work presents a simple method for comparing characteristic impedance of a test line with the reference. Accuracy improvement over the conventional method is achieved by the differential approach and data processing in the time domain. The proposed method was verified for coaxial lines manufactured by two vendors as well as for coplanar waveguide lines from NIST reference material RM8130 up to 70 GHz.

Index Terms — Vector network analyzer, transmission line, time domain gating, reflection, characteristic impedance, coplanar waveguide, coaxial waveguide.

I. INTRODUCTION

S-parameter measurements of RF and mm-wave devices, circuits and components require accurate definition of the measurement reference plane. There is a great variety of vector network analyzer (VNA) calibration methods developed for this purpose. During the calibration procedure, a set of calibration standards with known electrical characteristics (a calibration kit) is measured, the system measurement reference impedance $Z_{VNA}$ is defined and the measurement reference plane is located close to the device under test (DUT) terminals.

The calibrated reflection coefficient of a transmission line with the characteristic impedance $Z_L=Z_{VNA}$ is equal to zero for negligible calibration residual errors and random measurement errors. This phenomenon is often used to identify residual errors of a calibrated VNA as well as to verify the accuracy of secondary calibration standards.

Calibration comparison method [1] calculates errors of a test (working) calibration vs. the reference calibration performed with the reference calibration kit. The alternative method from [2] processes the measurement data of the verification line in the time domain assuming $Z_L=Z_{VNA}$. Also, as reported in [2], it provides fast calculation of calibration residual errors.

This work presents a simple method of comparing electrical characteristics of the reference and test transmission lines. The method performs the time domain processing of the calibrated reflection coefficients of the reference and the test lines, yielding accurate estimate of difference of the line characteristic impedance.

II. LIMITATIONS OF THE CONVENTIONAL METHOD

Often, characteristic impedance of a transmission line is calculated form its measured S-parameters with:

$$Z_L = Z_{VNA} \frac{(1+S_{11})(1+S_{22})-S_{21}S_{12}}{(1-S_{11})(1-S_{22})-S_{21}S_{12}},$$

and, thus, the uncertainty of $Z_L$ is defined by the measurement uncertainties of all four S-parameters. The dispersion $\sigma^2_Z$ of the measured uncertainty of $Z_L$ can be found applying the linearization method to (1):

$$\sigma^2_Z = \sum_{i,j=1}^{4} \left( \frac{\partial Z_L}{\partial S_{ij}} \right) \sigma^2_i \sigma^2_j,$$

where $\sigma_i$ is the standard deviation of the measured $S_{ij}$, $\ast$ marks the complex conjugation. Here, we assumed that uncertainties of measured S-parameters are not correlated for simplicity reason.

We conducted an analytical experiment to evaluate the measurement uncertainty of $Z_L$ calculated by (1) for the following conditions: the measurement uncertainties of S-parameters are not correlated and their standard deviation is -45 dB, the measurement reference impedance $Z_{VNA}=50 \, \Omega$ at both VNA ports, and the characteristic impedance of a test line is $Z_L=55 \, \Omega$. The propagation constant $\gamma$ of the test line was calculated for the frequency range from 50 MHz to 70 GHz with of 50 MHz steps from:

$$\gamma = j2\pi f / c \cdot \sqrt{\varepsilon_{eff}} \cdot (1 - j\tan \delta),$$

where: $f$ is the frequency; $c$ is the speed of light in vacuum. We assume the following parameters for the test line: the effective dielectric constant is $\varepsilon_{eff}=7$, the lost tangent is $\tan(\delta)=0.01$, and the line length is $l=7$ mm. These parameters are close to characteristics of the coplanar lines we used later in practical experiments.

The analytical experiment consisted of the following steps: simulation for S-parameters of the test line using defined $Z_L$, $\gamma$, $l$, (affected by measurement errors), calculation of $Z_L$ using (1) and comparison with the initial parameter. Additionally, we calculated the standard deviation of the “measured” $Z_L$ by the Monte Carlo method with $10^3$ samples. The simulation results
demonstrated that the measurement error of the $Z_L$ calculated from (2) can reach 10 $\Omega$ (or 20%, Fig. 1).

Measurement uncertainties of $S$-parameters have more complex nature in practice and include systematic and random components. Calibration residual errors are frequency dependent; they impact all measured $S$-parameters and are correlated.

Fig. 2 gives the standard deviation $\sigma_{\Delta Z}$ of the measurement error of $Z_L$ calculated from (2) assuming that the standard deviation of measured $S$-parameters $\sigma_{ij}$ linearly increases with the frequency.

![Fig. 1. Simulation results: $S_{11}$ and $S_{21}$ of the test line and the standard deviation of the calculated $Z_L$ for the entire frequency range (left) and zoomed-in area (right).](image)

![Fig. 2. Difference $\Delta Z$ of the measured characteristic impedance $Z_L$ of the experimental CPW line from the measurement reference impedance $Z_{\text{VNA}}$ of the calibrated system (black solid line), as well as the standard deviation $\sigma_{\Delta Z}$ of the measurement error of $Z_L$ calculated from (2) (green dotted line) and the expected standard deviation $\sigma_{ij}$ of measured $S$-parameters.](image)

Obviously, using (1) is impractical for accurate measurement of the $Z_L$ of an unknown line and it may lead to a significant error. The error increases with the length of the line, while it is inversely proportional to the line loss. Therefore, measurement results of the $Z_L$ provided by the conventional method for a long coaxial line can be subject by significant errors.

### III. The New Comparison Algorithm

Fig. 3 shows the measurement model of a calibrated VNA when the test or reference line is connected between its ports.

![Calibrated Two-Port VNA ($Z_{\text{VNA}}$) in Port 1](image)

![Calibrated Two-Port VNA ($Z_{\text{VNA}}$) in Port 2](image)

![Fig. 3. The model of a two-port calibrated measurement system with a test line connected to both VNA ports. Calibration residual error are: $D$ – directivity, $M$ – match, $T$ – transmission tracking, $R$ – reflection tracking.](image)

The reflection coefficient $\Gamma_L$ of the test line with the characteristic impedance $Z_L$ is given by:

$$\Gamma_L = (Z_L - Z_{\text{VNA}})/(Z_L + Z_{\text{VNA}}), \quad (4)$$

where $Z_{\text{VNA}}$ is the measurement reference impedance of the VNA.

Processing measurement results in the time domain can split reflections caused by the impedance mismatch [4, 5]. In [6], the advantages of simulations analysis of all signals were discussed. Application of this algorithm can evaluate $\Gamma_L$ from measured $S_{11}$ and $S_{22}$. Taking into account, that magnitude of the processing signals is relatively small, including impact of the calibration residual errors, and applying the time domain gating, we can arrive to the following estimate:

$$\hat{\Gamma}_{L_1} = D_1 + \Gamma_L \cdot T_1R_1 \quad (5)$$

from measured $S_{11}$; or:

$$\hat{\Gamma}_{L_2} = D_2 + \Gamma_L \cdot T_2R_2 \quad (6)$$

from measured $S_{22}$.

For two lines with $Z_{L_1}$ and $Z_{L_2}$ measured by the same VNA, we have:

$$\Delta\hat{\Gamma}_{L_1} = \hat{\Gamma}_{L_1} - \hat{\Gamma}_{L_2} = (\Gamma_{L_1} - \Gamma_{L_2}) \cdot T_1R_1; \quad (7)$$

$$\Delta\hat{\Gamma}_{L_2} = \hat{\Gamma}_{L_1} - \hat{\Gamma}_{L_2} = (\Gamma_{L_1} - \Gamma_{L_2}) \cdot T_2R_2. \quad (8)$$

Introducing the relative estimate $\Delta\tilde{\Gamma}_L$ we canceled out impact of the residual directivity $D$. Thus, the measurement error of (7) and (8) only depends on the VNA residual tracking $T$ and $R$, contact repeatability and drift. It is important to note, that the impact of $T$ and $R$ is relatively small for most cases.

From $\Delta\tilde{\Gamma}_L$ given by (7) or (8) and (4), we defined the estimate of the characteristic impedance of the test lines $\Delta\hat{Z}_L$: 

...
\[
\Delta \Gamma_L = \frac{(Z_{11} - Z_{VNA})}{(Z_{11} + Z_{VNA})} - \frac{(Z_{12} - Z_{VNA})}{(Z_{12} + Z_{VNA})} = \frac{Z_{11} - Z_{12}}{2Z_{VNA}}; \quad (9)
\]
\[
\Delta \hat{Z}_L = Z_{11} - Z_{12} = 2Z_{VNA} \cdot \Delta \Gamma_L . \quad (10)
\]

Usually, \(Z_{11} = Z_{12} = Z_{VNA}\). The last was taken into account when simplifying the denominator of (9).

### IV. EXPERIMENTAL RESULTS

Two experiments were conducted to verify the proposed method: on-wafer and in the coaxial environment. We also expected that the accuracy of the estimate \(\Delta Z_L\) should not be affected by the accuracy of the VNA calibration.

The reference material RM8130 from National Institute of Standards and Technology (NIST, USA [3]) was used in the first experiment. Measurement data of the calibration and verification elements were collected up to 70 GHz. We executed three multiline TRL\(^1\) calibrations [7]: 1) including all calibration lines; 2) excluding the 6.565 mm long line from the calibration set (w/o L6); and 3) excluding the 19.695 mm long line from the calibration set (w/o L19). The line length is given with respect to the 550 micrometer long thru standard. Next, we analyzed two lines, L6 and L19. The time domain diagrams of \(S_{11}\) and \(S_{22}\) are shown on the Fig. 4. The local reflections are attributed to the calibration residual errors and to the change of the characteristic impedance along the measurement setup (see Fig. 3).

![Fig. 4. The time domain diagram of \(S_{11}\) and \(S_{22}\) of the coplanar waveguide lines L19 (left) and L6 (right).](image)

Results obtained from (7) are shown in Fig. 5. Moreover, it shows the difference in estimates for \(\Delta \Gamma_L\) calculated for the three calibration schemes mentioned above (parameter “difference”). Estimates of difference of \(\Delta \Gamma_L\) are less than -45 dB for all three calibrations.

Comparison for the reflection coefficients estimates and the characteristic impedance estimates of the lines L6 and L19 for one calibration scheme are given in Fig. 6. The maximum value of the magnitude of \(\Delta Z_L\) is about 2 \(\Omega\) for the port 1 measurements and it is about 1 \(\Omega\) for port 2 measurements. It is important to note that, the reference impedance of the multiline TRL was set to the characteristic impedance of the calibration lines: \(Z_{VNA} = Z_0\); i.e. it is equal to an average value \(Z_0\) across the all lines from the calibration kit. If required, a similar analysis can be conducted at any arbitrary value of \(Z_{VNA}\) (for instance for \(Z_{VNA} = 50\ \Omega\)) by applying the impedance transformation algorithm to the results. In this case, results will be equivalent.

![Fig. 5. Magnitude of the estimate \(\Delta \Gamma_L\) of the lines L19 and L6 for three calibration schemes as well as the magnitude of the difference of \(\Delta \Gamma_L\) after the time domain processing of \(S_{11}\).](image)

![Fig. 6. The magnitude of the estimates \(\Delta \Gamma_L\) (solid lines) and \(\Delta Z_L\) (dash lines) of L19 and L6 for port 1 (calculated from \(S_{11}\)) and port 2 (calculated from \(S_{22}\)). The magnitude of \(\Delta Z_L\) (thin black solid line) was calculated by (1).](image)

The second experiment was performed up to 34 GHz frequency range using the coaxial 3.5 mm set of standards from Keysight Technologies. The VNA was calibrated by the SOLT\(^2\) and the TRL calibration methods. The calibration reference impedance \(Z_{VNA}\) was set to \(Z_{VNA} = 50\ \Omega\) in both cases.

The load standard set the SOLT calibration reference impedance. The same standard was used to define the reference impedance of the combined TRM\(^3\)-TRL calibration at frequencies below 2 GHz. Two air lines of 16 mm long and 5 mm long were used for the TRL calibration at frequency bands from 2 GHz to 7 GHz and from 7 GHz to 34 GHz, respectively.

Two coaxial air lines from the same kit were measured afterwards: the calibration line L16 (16 mm long) and the verification line L75 (75 mm long). Additionally, we measured two test air lines made in-house: L24 (24 mm long) and L30 (30 mm long). Fig. 7 shows the \(\Delta \Gamma_L\) estimate for L16 and L75 as well as the difference of this estimate for SOLT

---

\(^1\) Thru-Reflect-Line
\(^2\) Short-Open-Load-Thru
\(^3\) Thru-Reflect-Match
and TRL (trace “difference”). The impact of the residual tracking errors on the SOLT results is well present. However, the overall difference of estimates is less than -50 dB up to 25 GHz. It is important to note, that Keysight calibration standards are specified up to 26.5 GHz only.

Similar results were observed for the in-house made lines L24 and L30 (Fig. 8). Again, residual tracking errors of the SOLT calibration reduced accuracy of the estimation. However, the difference between the SOLT and the TRL results is less than -50 dB up to 28 GHz.

Fig. 7. The magnitude of the estimate $\Delta \Gamma_L$ for L16 and L75 for SOLT (back solid line) and TRL (dash line) calibration as well as the difference of these estimates (gray solid line).

Fig. 8. The magnitude of the estimate $\Delta \Gamma_L$ for L24 and L30 for SOLT (back solid line) and TRL (dash line) calibration as well as the difference of these estimates (gray solid line).

Fig. 9. The magnitude of the estimates $\Delta \Gamma_L$ (solid lines) and $\Delta Z_L$ (dash lines) of L30 and L75.

Typically, VNA random noise errors are between -80 dB and -60 dB in the frequency range of these experiments. Therefore, their impact on $\Delta \Gamma_L$ and $\Delta Z_L$ estimates is negligible. The contact repeatability error is less than -50 dB and less than -40 dB for coaxial connectors and for wafer probes, respectively. We attributed observed uncertainties in estimates to the contact repeatability errors.

V. CONCLUSION

This article presented a new method of verification of the characteristic impedance of transmission lines. The method uses the time domain processing of the measured line reflection coefficient and therefore provides fast and accurate results in a wide frequency range. The proposed method can be successfully applied for verification of the test calibration sets vs. references and for various designs of transmission lines (e.g. coaxial and planar).

Additionally, accurate VNA calibration is not required for quantitative (comparative) analysis of the test transmission lines. Therefore, implementation of the proposed method is simple and easy in conventional engineering laboratory environment.

ACKNOWLEDGEMENT

The work was supported by Russian President Grant No. MK-3107.2015.8. Authors also acknowledge Dr. Uwe Arz from PTB (Germany) for his great support with the measurement data of the RM8130.

REFERENCES

Uncertainty of Parameter Estimation in Equivalent Circuit Model of Gallium Nitride Diode for Rectifier Design at 5.8 GHz

Ryoko Kishikawa¹, ², Masahiro Horibe³, Shigeo Kawasaki², ³

¹Research Institute for Physical Measurement, National Institute of Advanced Industrial Science and Technology (AIST),
²School of Physical Science, The graduate University for Advanced Studies,
³Institute of Space and Astronautical Science (ISAS), Japan Aerospace Exploration Agency (JAXA)

Abstract — This paper reports our precise measurement of a gallium nitride (GaN) schottky diode and our diode model for designing a rectifier at 5.8 GHz. The originality in this study is the estimation of the measurement uncertainty of the GaN diode and its propagation to the diode model, and the calculation of the uncertainty of the parameters in this model. The relative expanded uncertainty (95% confidence level) of the measured impedance is 61% for the real part and 17% for the imaginary part. Applying a circuit with a resistor and a capacitor in parallel as the diode model, the expanded uncertainties of the resistor and capacitor are approximately 70% and 17%, respectively. This result implies that the sensitivity coefficients of the resistor are larger than those of the capacitor.

Index Terms — Measurement, calibration techniques, measurement uncertainty, equivalent circuit modeling, GaN schottky diode.

I. INTRODUCTION

These days, applications using gallium nitride (GaN) based on the stable crystal growth method are drawing significant attention [1]-[3]. GaN is a semiconductor with a wide band gap; hence, its resistivity to cosmic rays is considered excellent. We have developed a wireless power transmission and a wireless communication system for space use, based on the hybrid semiconductor integrated circuit (HySIC) technology. HySIC is an integrated circuit that utilizes silicon (Si) and compound semiconductors such as GaN and gallium arsenide (GaAs). Circuit miniaturization and energy saving can enable the successful utilization of this technique. The GaN diode is the core device for the rectifier in our power transmission system. Thus, a precise measurement and the uncertainty estimation of a GaN schottky diode, followed by the construction of a diode model based on the results at 5.8 GHz, are reported in this paper.

A rectifier converts the RF input signal into a DC signal. The nonlinear characteristics of the diode enable the conversion. The basic process for developing a rectifier involves four steps: the measurement of the diode, the construction of the diode model using the measurement result, design of a matching circuit, and fabrication based on the simulation data. Currently, rectifiers are being designed considering the harmonic wave matching and the best RF to DC conversion efficiency is over 80% at 5.8 GHz [4].

However, measurement uncertainty is an issue. Thus, a diode model that is developed based on measurements always includes an uncertainty. This affects the precision of the rectifier design. The characteristics simulated using the best estimated measurement values are not necessary realized: the realized characteristics are within the sum of the measurement and fabrication uncertainties.

The originality of our study is that we introduce an uncertainty analysis technique for diode measurements and rectifier designs. We will effectively develop a high-efficiency rectifier using this technique.

Section II summarizes our measurement of a GaN diode at 5.8 GHz. In section III, we analyze a diode model and calculate its uncertainty based on the measurement results. The last section will conclude the paper.

II. MEASUREMENT OF GaN DIODE

We measured the reflection coefficients of GaN diodes using a vector network analyzer (VNA) at 5.8 GHz. Because our in-house GaN diode could not be connected directly to a coaxial connector, we fabricated a new measurement jig (Figs. 1 and 2). Coplanar lines with characteristic impedances of 50 Ω each were etched on a printed circuit board. The GaN diodes were mounted with bonding wires at one end of the lines and end-launch connectors were mounted on the other end. Next to the diode lines, open, short, and load lines were fabricated. These three lines are used for calibrating the effects of the end-launch connectors and coplanar lines.

Fig. 3 shows our measurement configuration. The measurement instrument was a VNA. The port power was -17 dBm. A bias T and a DC power supply were used for applying the bias voltage. The calibration for the VNA was performed at the reference plane of the cable shown in Fig. 3.

The measurement at the calibration plane was calibrated using the thru-reflect-line (TRL) method and the measured reflection coefficient was defined as Γc [5]. It was performed with respect to the national metrology standard of impedance in Japan [6]. Hence, the reliability is traceable to the SI unit. The effect from the calibration plane to the ends of the lines was corrected using the open-short-load (OSL) method. The reflection coefficient at the ends of the lines, Γ*, was obtained using the two calibration methods.
We estimated the uncertainty of the reflection coefficient measurement. The analysis included three steps. The first step was the estimation of the uncertainty of $\Gamma_c$ at 5.8 GHz. This measurement has already been developed in Japan using the national metrology standard [6]. The uncertainty budget is shown in Table I.

Next, the uncertainty of $\Gamma'$ was calculated. In addition to the uncertainty in Table I, the techniques for mounting the end-launch connectors, etching the coplanar lines, and the measurement repeatability of the OSL lines also contribute to the uncertainty. They were estimated by fabricating or measuring them repeatedly and calculating their uncertainty distributions. The result is summarized in Table II.

The final step was the correction of the bonding wire effect from the coplanar line to the diode and the calculation of the uncertainty of the reflection coefficient of the GaN diode, $\Gamma$. We fabricated a coplanar line with the same wire structure as that of the diode line without the diode and characterized the loss and phase shift of the electromagnetic waves caused by the bonding wires. By subtracting the two effects from $\Gamma'$, the best estimated value of $\Gamma$ was obtained. The uncertainty of $\Gamma$ was analyzed by fabricating the wire lines several times and calculating the uncertainty distribution. Table II shows the uncertainty result at 5.8 GHz.

The best estimated reflection coefficient, $\Gamma$, without a bias voltage supply was $-0.90\pm0.36$ at 5.8 GHz. By performing a Monte Carlo simulation, the conversion from the reflection coefficient, $\Gamma$, to the impedance was accomplished. The best

---

**Table I**

| Uncertainty contribution         | Standard uncertainty of $|\Gamma_c|$     |
|---------------------------------|-----------------------------------------|
| Residual directivity            | 0.001345                                |
| Residual matching               | 0.000328                                |
| Residual tracking               | 0.000746                                |
| Effective load match            | 0.00000000000000000236                  |
| Linearity of receiver           | 0.000385                                |
| Resolution                      | 0.0000000289                            |
| Noise                           | 0.000160                                |
| Cable flexure                   | 0.001082                                |
| Repeatability                   | 0.002754                                |
| Combined standard uncertainty   | 0.003294                                |
| (68 % confidence level)         |                                         |
| Expanded uncertainty            | 0.0066                                  |
| (95 % confidence level)         |                                         |

**Table II**

<table>
<thead>
<tr>
<th>Uncertainty contribution</th>
<th>Magnitude of reflection coefficient</th>
<th>Phase of reflection coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>End-launch connector</td>
<td>0.0025</td>
<td>1.6 °</td>
</tr>
<tr>
<td>Resistor</td>
<td>0.0079</td>
<td>13 °</td>
</tr>
<tr>
<td>OSL connection repeatability</td>
<td>0.00030</td>
<td>0.0045 °</td>
</tr>
<tr>
<td>Wire bonding</td>
<td>0.00084</td>
<td>0.052 °</td>
</tr>
</tbody>
</table>
estimated impedance of the GaN diode was 0.79-j9.64 Ω at 5.8 GHz. The expanded uncertainties (95 % confidence level) were 0.48 Ω for the real part of the impedance and 1.64 Ω for the imaginary part of the impedance. The relative expanded uncertainties were 61 % for the real part and 17 % for the imaginary part. The distribution is shown in Fig. 4.

III. GaN DIODE MODEL

A. The Best Estimated Parameters

We analyzed a diode model using the impedance measurement results shown in Fig. 4. In this study, we applied the data to a circuit with a resistor, R, and a capacitor, C, in parallel (Fig 5). The resistor, R, is a parameter that represents the nonlinear characteristics of the diode. The electric current that flows generally depends upon the voltage, V, and is proportional to exp(qV/NkT)-1. Here, q, N, k, and T indicate the elementary charge, the ideality factor, the Boltzmann constant, and the temperature, respectively. The capacitor, C, is a parameter that shows the depletion layer capacity. It is also dependent on the voltage, V, in general and is proportional to (1-V/Vj)^m. Vj and m indicate the built-in potential and a constant, respectively. Analysis at a zero-volt bias only is performed in this report.

The impedance, Z, of the diode circuit model shown in Fig. 5 can be described as:

\[
Z = \frac{R}{1+\omega^2 R^2 C^2} - j \frac{\omega R C}{1+\omega^2 R^2 C^2}.
\]

Here \(\omega\) indicates the angular frequency. From the equation, R and C are derived using the following equations:

\[
R = \frac{|Z|^2}{\text{Re} Z} \tag{2} \]

\[
C = -\frac{\omega}{|Z|^2} \frac{\text{Im} Z}{\text{Re} Z} \tag{3}
\]

From eqs. (2) and (3), and the impedance results in section II, R and C are equal to 118 Ω and 2.83 pF, respectively, at 5.8 GHz without a bias voltage.

B. Uncertainty of Parameters

We estimated the uncertainties of R and C that are propagated from the impedance measurement and the uncertainty reported in section II. If we assume that ReZ and ImZ are independent, the uncertainty propagation from Z to R and C is calculated as follows:

\[
u(X) = \sqrt{\left(\frac{\partial X}{\partial \text{Re} Z}\right)^2 \nu(\text{Re} Z)^2 + \left(\frac{\partial X}{\partial \text{Im} Z}\right)^2 \nu(\text{Im} Z)^2}. \tag{4}
\]

Here, X=R or C, \(\nu(R)\), \(\nu(C)\), \(\nu(\text{Re} Z)\), and \(\nu(\text{Im} Z)\) are the standard uncertainties (68 % confidence level) of R, C, ReZ, and ImZ, respectively.

IV. CONCLUSION

In this paper, we have presented our study on precise measurements for GaN diodes, the diode model, and the analysis of the uncertainty at 5.8 GHz. The originality in this study is the determination of the parameters in the diode model with the uncertainty propagated from the GaN diode measurement data. In the model with the resistor, R, and capacitor, C, in parallel, the expanded uncertainties (95 % confidence level) were approximately 70 % and 17 %, respectively. This result implies that we have to determine R more carefully from the measurement results.

In future studies, we propose to construct a perfect nonlinear diode model with an uncertainty estimation using GaN diode
measurements with a bias voltage supply. We intend to assess the efficiency of the model considering the uncertainty. Additionally, the design of a rectifier based on the diode model will be performed. The simulated RF to DC conversion efficiency and its uncertainty that is propagated from the measurement using the diode model will be obtained.
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Abstract—An Unequally Spaced Multi-Tone signal (USMT) is used for the assessment of nonlinear devices and circuits. The statistical properties of the signal are described. The setup measurements for such a signal are given either by using a Large Signal Network Analyzer (LSNA) or a Nonlinear Vector Network Analyzer (Keysight PNA NVNA with SA option). A USMT Load Pull (USMT-LP) setup has been developed using a LSNA and it is shown how to extend this setup to a NVNA receiver. The setup is fully on-wafer calibrated at all the frequencies of interest. The USMT-LP setup is configured to make measurements with USMT signals up to eight frequencies and allows measuring simultaneously the MT output power, gain, Power Added Efficiency (PAE), Carrier to Intermodulation (C/I) ratio or Noise Power Ratio (NPR) in order to derive the Error Vector Magnitude (EVM) induced by the device.

Index Terms—Unequally Spaced Multi-Tone signals, Device Linearity, NVNA, LSNA, Load Pull, NPR, EVM

I. INTRODUCTION

Linearity is a key requirement for the design of any telecommunications systems. This performance criterion is directly related to the Bit Error Rate (BER) of a communication chain and must be assessed not only for the global system but also for the different components taking part of the system. Power Amplifiers (PA) are the main nonlinear part of the link and their linearity performances must be known at the design stage. A number of criteria have been used for a long time such as Noise Power Ratio (NPR) or Error Vector Magnitude (EVM) for the in band noise or Adjacent Channel Power Ratio (ACPR) for the out of band noise. The formal equivalence between the two criteria have been demonstrated in [1] under certain assumptions while the EVM remains a universally accepted measure of the quality of the communication link. This equivalence has been used to determine the NPR of a PA using EVM measurements [2]. Specialized test signals based on multisine signals have been proposed in [3] and [4] that allow to separate the frequencies at the intermodulation products from the signal frequencies. Moreover in [6] a multitone Load Pull set up based on a LSNA has been proposed and used in [7] to assess the linearity of GaN technology. In this work a more indepth description of the signal used is proposed as well as the implementation of the method using an NVNA. Some comparisons between sampler based and mixer based acquisition methods will be given.

II. USMT SIGNAL PROPERTIES AND GENERATION

A. Signal properties

As already mentioned, the method proposed relies on the generation of a test signal specifically tailored to allow the separation of the intermodulation noise from the signal of interest. Here the input theoretical signal is constituted of Unequally Spaced Multi Tones (USMT) i.e a number (eight here) of sines which frequencies are determined analytically from

\[ f_k = f_1 + (k-1) \cdot \Delta f + \epsilon_k \quad 1 \leq k \leq n \] (1)

Where, \( f_1 = l \cdot f_e \) is the lowest frequency, \( k \) is the rank of the frequency, \( \Delta f = m \cdot f_e \) is the frequency spacing between the tones and \( \epsilon_k = p_k \cdot f_e \) is the frequency shift of the \( k \)th frequency respectively to the position of the equally spaced frequency. In order to accurately measure the response of the device at the input frequencies and at IM frequencies, all the input frequencies are chosen on a frequency grid, which resolution is \( f_e \). Where \( l, k, m, p_k \) are integers. The total number of points in the grid is chosen in order to cover the period \( T_e = \frac{1}{f_e} \) exactly. Therefore the Digital Fourier Transform (DFT) behaves as a bank of \( N \) filters of the type

\[ \frac{\sin(\pi N x)}{\sin(\pi x)} \]

where \( x = (\frac{1}{f_e} - \frac{k}{N})k=0...N-1 \). The frame duration is \( T_e \) and the frequency bandwidth is \( BW = N \cdot f_e \). This signal is generated by an Arbitrary Waveform Generator (AWG) to feed the Device under Test (DUT). Here 8 frequencies are chosen to generate the signal and the shifting vector \( p = [0, 1, 3^1, 3^2, 3^3, 3^4, 3^5, 3^6] \) guarantees that all the IM3 products are distinct from the input frequencies and from...
each other. The integers \( i_1, i_2, i_3, i_4, i_5, i_6 \) can be chosen in order to cover different spacings between frequencies in order to excite the various low frequency time constants of the device parasitics. A possible signal is shown in Fig. 1. It exhibits eight input frequencies and intermodulation products frequencies. It must be noted that using the set of frequencies given in Fig. 1 the calculation of the position of all the IM3 and IM5 frequencies gives exactly 2472 different frequencies, all of them being distinct. Table-1 gives all the intermodulation products generated by the nonlinearity orders 3 and 5 respectively. Note that it can be proved that only the frequencies of type \( n_i f_i + n_j f_j + \ldots + n_m f_m \) where \( n_i + n_j + \ldots + n_m = 1 \) will serve compute intermodulation product in the IF band. Particularly the products of type \( 2f_i - f_j \) are exactly 6dB below the \( f_i + f_j - f_k \) type.

<table>
<thead>
<tr>
<th>order</th>
<th># of frequencies involved</th>
<th>frequency combination</th>
<th># of IM products</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2</td>
<td>( 2f_i - f_j )</td>
<td>56</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>( f_i + f_j - f_k )</td>
<td>168</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>( 3f_i - 2f_j )</td>
<td>36</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>( 3f_i + f_j - f_k )</td>
<td>168</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>( f_i + f_j + f_k - 2f_l )</td>
<td>280</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>( 2f_i + f_j - f_k - f_l )</td>
<td>840</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>( f_i + f_j + f_k - f_l - f_m )</td>
<td>560</td>
</tr>
</tbody>
</table>

**TABLE I**

INTERMODULATION PRODUCTS

The signal has been to feed of a memoryless nonlinearity which reads \( f(x) = 4 \cdot \left( \frac{1}{1+\exp(-x)} - 0.5 \right) \). The probability density function (PDF) of the envelope is plotted in Fig.2 and is Gaussian. Those statistics do not depend on the phases of the different tones, therefore only one frame measurement is required to characterize the device, thus reducing the measurement time to \( T_s \). The Peak to Average Power Ratio (PAPR) of the input signal is 8.4 dB.

**B. Signal generation**

The USMT signal is generated using a Keysight MXG-N5182B waveform generator. The set of N IQ data is determined through the determination of the MXG RF frequency \( f_G \) which value is chosen as an integer multiple of the base frequency \( f_c \), so the complex USMT reads

\[
\hat{x}(t) = e^{j2\pi f_c t} \sum_{k=1}^{K} (I_k + jQ_k) e^{j2\pi (f_k - f_G)t} \tag{2}
\]

where \( f_k \) are the frequencies of the test frequency set. However, as the IQ modulator of the generator is not perfect, the output signal of the MXG consists of the test signal and parasitics signals which are due to the local oscillator leak and the image frequencies of the frequency set. Those signals have been found to be 50dB below the test signal. While

**their impact on the nonlinear behavior of the device can be neglected, still they can produce some unwanted noise at the measurement end. In order to eliminate this undesired noise, the MXG RF frequency \( f_G \) is chosen in such a way that the image frequencies \( f_{imk} = 2f_G - f_k \) fall in the zeros of the DFT filter bank. It is still possible to improve the test signal quality with predistortion at the IQ dats side.**

**III. UNEQUALLY SPACED MULTI-TONE LOAD-PULL SET-UP DESCRIPTION**

**A. Sampler based receiver**

The description of the USMT-LP using a LSNA has been given in [6] and some comments on the structure of the frequency interleaving are given here. In the case of a sampler based receiver, the frequencies located around the harmonics...
at frequencies $2f_0, 3f_0, \cdots$ are converted in the IF band, so the choice of the LO frequency must be carefully adjusted in order to not interfere with the frequencies of interest. Indeed the signal of interest at the output of the device is constituted of clusters of frequencies located around DC, fundamental of the RF and the harmonics. In order to separate the useful frequencies from the unwanted ones, the local oscillator frequency as well as the MXG RF frequency have to be carefully selected. At first the image frequencies of the generator can be cancelled by choosing the RF frequency $f_G$ different of the local oscillator frequency in order to shift the Intermediate Frequency $f_{im} - f_{OL}$. In the same way the local oscillator frequency $f_{OL}$ has to be selected so that the frequencies falling in the IF band of the measurement filter are distinct from the wanted tones. If $f_{im}$ is the set of the inband intermodulation frequencies and $f_i, f_j$ are the input frequencies, the following conditions have to be ensured.

- \( f_{im} - f_{OL} \neq f_i - f_j \forall i, j \)
- \( f_{im} - f_{OL} \neq f_i + f_2 f_{OL} \forall i, j \)
- \( f_{im} - f_{OL} \neq f_i + f_j + f_k - 3f_{OL} \forall i, j, k \)

In the mixer based receiver those conditions are by far much less severe as the power of the OL at harmonic frequencies is much lower and the $f_{OL}$ of the Keysight PNA is automatically chosen to ensure the above conditions.

B. Mixer based receiver

The description of the complete measurement setup is given in Fig.3. Note that this kind of measurement configuration can handle high power on-wafer measurements [5]. It consists in an Arbitrary Waveform Generator (AWG - Keysight MXG-N5182B), an oscilloscope (Tektronix DPO7054), a tuner (Focus iCCMT-5020) and a VNA (PNA 50GHz with SA option). The AWG generates the digital baseband waveforms and a direct in-phase/quadrature (I/Q waves) with 160 MHz bandwith. The frequency range is 9 KHz to 6 GHz. A digital sampling scope Tektronix DPO 7054 (500 MHz bandwith, 20 GSa/s, 8 bit) is used to measure the I/Q waves and the LF drain bias current with a large bandwidth current sensor (120 MHz 5 A AC/DC Current Probe). The load impedance is fixed using a iCCMT-5020 tuner. In this paper, the optimization is not performed because the measurement test will be realized on an amplifier. The PNA is a mixer-based network analyzer which has a typical dynamic range close to 90dB in this application (Fig. 4). The IF bandwidth is approximately 38MHz.

This specific NVNA is used because of its capability to acquire the modulated signals in a single measurement record. Moreover, the acquisition time is very fast.

All the instruments are controlled using the open source software (Scilab). The cut-off frequency of the DC bias tee used is close to 10MHz. Thus, it ensures the measurement of all parasitic effects up to this frequency range.

In the next section, the amplifier measurement results obtained using a power calibration are explained.

IV. BENCH VALIDATION

This section shows the connectorized amplifier measurement. The amplifier is AML 26P2401, RF bandwidth 2GHz to 6GHz. The gain is 24 dB and the output power at 1 dB compression is 23 dBm. The measured bias current is approximately 190mA under 15V. For the RF measurements, the power calibration consists in taking into account the access paths losses of the device under test. The load impedance is 50 ohms. The measurement process performs power sweep between -34dBm to -20dBm with 1 dB step for each tones. The input signal is obtained for shifting vector $p = [0, 1, 3, 9, 27, 81, 243, 729]$ and the frequency resolution ($f_c$) is equal to 1kHz with 100000 points.

Fig. 5 shows a spectrum results obtained for 2 input powers level at input and output access of the amplifier. On the extremities of measurement band, the image reject are present.

For linearity measurement, in band Carrier to order Inter Modulation ratio (C/IM), is measured according to the following expression: $C/IM (dB) = 10 \cdot \log \left( \frac{P_u}{P_{IM}} \right)$. $P_u$ is the total fundamental power and $P_{IM}$ is the total third-order and fifth-order inter modulation power at frequencies between the first and last fundamental frequencies. In addition, the Error
Vector Magnitude (EVM) [1], is defined as $20 \cdot \log(EVM) = 40 - C/IM$.

These two criteria obtained both at the input and output are shown in Fig. 6.

Fig. 7 shows the output power and gain versus input power. To calculate the output power, the sum of each tones divided by the number of tones is used. The input power is also calculated in the same way.

V. CONCLUSION

An USMT-LP system has been developed to characterize microwave power amplifiers. This fully calibrated setup allows measuring all the power characteristics as well as time domain waveforms under modulated signals in a couple of seconds, thus providing the designers with an invaluable tool to assess the linearity performances of the devices as well as to verify the nonlinear models which take into account the low frequency parasitics of the device.

Matching the USMT advanced test signal design and the measurement equipment brings to optimized DUT measurements in terms of speed and dynamical range.
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